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**Abstract**

Cloud computing has become an attractive platform, offering on-demand computing resources and storage capacity for both personal and commercial use. However, the data centers hosting these clouds use a staggering amount of energy, making energy consumption a major expense. For both homogeneous and heterogeneous clouds, energy consumption varies significantly, owing to the heterogeneity of hardware and software. Therefore, to reduce a data center’s energy consumption, our approach leverages knowledge of the power consumption behavior of the underlying hardware and the characteristics of workloads in order to increase their overall energy efficiency. Our ultimate goal is to provide a scheduling mechanism that allows cloud providers to reduce the energy consumption of their data centers without needing to replace the underlying hardware, and to do so seamlessly, without impacting clients’ performance requirements.

In this paper, we introduce RESCUe, an energy-aware scheduler for heterogeneous cloud environments. RESCUe ranks nodes within the cloud based on their application-specific energy efficiency (ASEE), which implies the correlation between the various hardware and software and the energy efficiency. According to ASEE, RESCUe can assign the whole workload to the most energy-efficient machine while keeping the same performance. We evaluated RESCUe on a private cloud using three benchmarks: BS Seeker, Matrix Stressmark, and TPC-W. We implemented RESCUe with Eucalyptus and compared the energy consumed using RESCUe as the scheduling policy to the other Eucalyptus built-in policies: Round Robin and Greedy. The results show that with a nonaggressive control policy where the machine remains in active mode (ACPI CO state), RESCUe reduces the overall energy consumption by up to 16.7% on average for BS Seeker and Matrix Stressmark, while for TPC-W, RESCUe saves up to 6.6% of the total energy. Furthermore, with an aggressive control policy that sets the idle machines in “sleep” mode (ACPI S3 state), RESCUe-with-sleep can further reduce the total energy consumption by 51.5% for BS Seeker, 48.8% for Matrix Stressmark, and 21.3% for TPC-W compared to RESCUe.
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1. Introduction

Cloud computing is a new computing reality used by a diverse range of clients. These clients can be classified into a wide range of categories, each of which uses it for several purposes. For instance, some clients use the cloud for personal reasons, such as backing up their own smartphones. Other clients may use it to support their business operations, whereas researchers often use it for conducting scientific computing. Through virtualization, data center hosts can provide tailored resources for each client based on their needs. However, the data centers hosting these clouds consume a staggering amount of energy every year, making energy consumption one of their major expenses. A single data center can have up to $9.3 million a year in energy expenses [1]. Also, according to Koomen [2], worldwide electricity used by data centers doubled from 2000 to 2005, representing an aggregate annual growth rate of 16.7% per year for the world. Therefore, reducing the energy consumption in data centers can lead to significant gains for cloud providers, where even a small improvement in energy efficiency can have a great impact on reduction of operating costs and carbon emissions, due to economies of scale.

With the explosion of data centers and their extensive power consumption, energy efficiency has become a very important research topic. Energy consumption of homogeneous hardware may be quite different even with an identical workload. The heterogeneities of hardware and software make energy consumption more complex in a heterogeneous cloud. Many works already focus on energy-aware computing for both homogeneous and heterogeneous clouds. [3–5] leverage dynamic voltage and frequency scaling (DVFS) to reduce the CPU’s energy consumption because the CPU dominates the entire system power. Similar research has
also focused on the memory subsystem [6–9]. Some other works [10–12] proposed resource allocation based on workload requirements. Those works usually come with performance degradation and violation of the service-level agreement (SLA) due to the frequency or voltage modeling and resource reallocation determining process.

As a result, we propose RESCUE, an energy-aware scheduler that efficiently utilizes the data center's resources while reducing energy consumption and maintaining the same performance and SLA. We focus in this paper on heterogeneous platforms for the following reasons. First, hardware components are known to fail. As a result, data center technicians tend to replace the failed parts with new ones that are not necessarily of the same configuration as the old ones. In addition, another key feature of data centers is their scalability. As demand increases, new servers get added to the old ones. Both of these factors give the data centers their heterogeneous nature. We also focus on scheduling based on application type because a computing platform is a combination of hardware, software, and other technologies. Every running workload requires different types of resources, and each application can impact a server's energy consumption differently. As a result, we make the application type an essential component of our scheduling mechanism. By applying RESCUE, cloud providers can reduce the operating cost of electricity by improving the data center's energy efficiency, and therefore can become more attractive and competitive with a lower service price. The end users benefit directly from the lower price because they spent less while enjoying the same quality of service.

In this paper, we implemented RESCUE, an energy-aware scheduler for virtualized cloud environments. The basic idea is to choose the most energy-efficient machine for a specific application type and workload. To accomplish this purpose, we first rank the nodes within the cloud according to their application-specific energy efficiency (ASEE), as defined in [13]. In the second step, the cloud controller can schedule and start virtual machines on nodes on the basis of their energy efficiency ranking. Therefore, RESCUE can assign the whole workload to a minimal set of machines while keeping the same performance. This provides great flexibility for a data center operator to set those idle machines to sleep mode, which is the most energy-saving strategy shown in previous works [11,14]. We evaluated RESCUE with a heterogeneous cloud using three heterogeneous benchmarks: BS Seeker, Matrix Stressmark, and TPC-W. For comparison, we demonstrate the energy consumed using the RESCUE scheduling policy with the built-in scheduling policies (Round Robin and Greedy) of Eucalyptus.

The results show that with a nonaggressive control policy that keeps all nodes in active mode even when there is no workload running on some machines, RESCUE reduces the overall energy consumption by up to 16.7% on average for BS Seeker and Matrix Stressmark, whereas for TPC-W, RESCUE saves up to 6.6% of the total energy. Furthermore, with an aggressive control policy that sets idle machines in “sleep” mode (ACPI-defined S3 state), RESCUE with-sleep can further reduce the total energy consumption by 51.5% for BS Seeker, 48.8% for Matrix Stressmark, and 21.3% for TPC-W, respectively.

The remainder of the paper is organized as follows: we discuss some background in Section 2. RESCUE, our energy-aware scheduler for Eucalyptus design, is explained in Section 3. Section 4 and Section 5 describe the experimental setup and results. Finally, we summaries the related work and conclude in Section 6 and Section 7, respectively.

2. Background

The development of cloud computing has raised a lot of virtualization techniques. Eucalyptus [15] is an open-source infrastructure as a Service (IaaS) that allows its clients to create a private cloud using their available hardware resources. Within the Eucalyptus framework, there are two different types of nodes: a head node and worker nodes. Clients' requests of virtual machines (VMs) are submitted to the head node, and the VMs use the resources on the worker nodes. Eucalyptus has three main components: Node Controller (NC), which starts, inspects, shuts down, and cleans up the VMs; Cluster Controller (CC), which monitors the whole cluster and determines which NC can be assigned to start an instance; and Cloud Controller (CLC), which processes incoming user-initiated or administrative requests. For the scheduling policies, Eucalyptus has two built-in choices: Round Robin (RR) and Greedy (GD). The policies are described in the following manners: (1) using RR policy, Eucalyptus schedules the instances uniformly among the available nodes according to the order in which the nodes are registered; (2) with GD policy, the CC will keep adding to each node more instances until no more resources are available. In this paper, we implemented RESCUE in the CC module of the Eucalyptus platform and compared RESCUE with two built-in schedulers. The performance metric used in RESCUE is ASEE. The ASEE is defined as following:

\[
\text{ASEE} = \frac{\text{Load of the Application}}{\text{Energy Consumed By the Application}}
\]

where Load of the Application can differ based on the type of application. For instance, it can be defined as the number of operations for an arithmetic application, the size of processed data for a data-processing application, or throughput for a web service application. The detailed discussion of ASEE is in our previous work [13].

In this paper, we focus on using ASEE as our ranking metric because we assume that each computer component consumes different energy values; because data centers can run heterogeneous types of applications, each of which requires the use of different components, then nodes will consume different amounts of energy based on the application type. For instance, an application (A) may run more efficiently on server (X) compared to server (Y), but an application (B) may run more efficiently on server (Y) compared to server (X). From those observations, we propose RESCUE to schedule the VMs in Eucalyptus.

3. RESCUE

RESCUE is an energy-aware scheduler for Eucalyptus. It consists of two modules, as shown in Fig. 1. The first module is for preprocessing, and the second one is for node ranking and scheduling. In the first module, we profile the ASEE with different applications and hardware configurations. In the second module, we rank all nodes based on their ASEE, and assign the application’s request to the node with highest ASEE of that application. We profile the energy efficiency of servers according to their application type. On the basis of our profiling results, we simply assign a new workload to a node according to its ASEE; the running workload will rarely be migrated unless hardware failure occurs, and it will be rescheduled among the current active nodes. At the same time, we also keep the machine running at the highest speed leading to a shorter execution time, and then stay in idle mode, which operates at the lowest speed to save energy. If there is no instance running on a certain machine, RESCUE will set this machine to sleep mode as an aggressive power-saving method. By applying such a strategy, RESCUE can reduce the overall energy consumption without any performance loss and keep itself flexible and simple.

3.1. Preprocessing

In the preprocessing step, we profile the ASEE with different applications and hardware. We broadly categorized the
benchmarks into three categories: CPU-intensive, memory-intensive, and I/O-intensive workloads. Before adding a node to the cloud, we profile it using a “profiling img”. In the profiling image, three benchmarks have been installed along with a Python script that automated the testing process. After a VM is started on the node using the profiling image, the script starts the process by serially running the benchmarks while collecting the power consumption using an external power meter for the entire node. Next, we repeat this with different types of VMs that have distinct hardware resource configurations. Upon completion of the benchmarking, the CC processes the data collected using the following steps. (1) It calculates the average power consumed during the application runtime. We use an external power meter to get the power of the entire node at fixed intervals. (2) The CC calculates the energy consumption by multiplying the average power by the duration required to process the application’s request. (3) Finally, the ASEE is derived and recorded as defined in Eq. (1). When these calculations are done, the newly added node is connected to the cloud, and the ASEE results are used by the scheduler for ranking this node. RESCUE does not profile every possible scaling factor since it simply uses an approximation that reduces the number of pre-processing VMs and the data kept for each node. For example, if we profiled Node(i) with 1 VM, 2 concurrent VMs, and 4 concurrent VMs. Then, after placing 2 VMs on Node(i), we get the ASE of 4 VMs if a 3rd VM is requested.

Each node added to the cloud will maintain three structures: POSSIBLE INSTANCES, AVAILABLE INSTANCES, and RUNNING INSTANCES. POSSIBLE INSTANCES contains the collection of these tuples (VM_SIZE, SCALING_FACTOR, APP_TYPE, ASE). The VM_SIZE indicates the hardware resources including the number of CPU cores, memory size, and hard disk size, which are allocated for the application. All different types of VM are summarized in Section 4. Due to hardware heterogeneity, the POSSIBLE INSTANCES varies for different nodes and depends on the VM_SIZE. Upon the profiling of a node, POSSIBLE INSTANCES gets filled with the appropriate information. For each type of VM_SIZE, the SCALING_FACTOR indicates the maximal number of such type VMs the node can host. The VM_SIZE and APP_TYPE decides its corresponding ASE value. AVAILABLE INSTANCES tracks the remaining resources and also save a list of (VM_SIZE, APP_TYPE). RUNNING INSTANCES contains the list of running instances where for every running instance we keep track of (VM_SIZE, APP_TYPE). All those three structures are maintained by each NC. When a new request is submitted to the CC, the CC will collect those three tables to run the Map Request algorithm as shown in Algorithm 1.

3.2. Node ranking and scheduling

Upon completion of the preprocessing step, the CC gets the ASE data for the node. Upon a user’s request, it compares the ASE of the available nodes and schedules the VM on the node with the max ASE. Normally, when a client requests a new VM using Eucalyptus, the user enters only the VM size requested. Using RESCUE, the user must enter the VM size and one of the following application categories: CPU intensive, memory intensive, or I/O intensive. The scheduler matches the request to the corresponding node with the highest ASE and will start the new instance on the selected node.

3.2.1. Mapping of user requests

In RESCUE, all workload is assigned to the node with the highest ASE value through 

```
Map_Request(APP_TYPE, VM_SIZE)
```

as shown in Algorithm 1. The users need to specify the their requests along with APP_TYPE and VM_SIZE. For each request, all nodes are evaluated to find the node with highest ASE. If there is no running instance on a node, the ASE of this node, which is stored in the POSSIBLE INSTANCE structure, is decided by the APP_TYPE and VM_SIZE (as shown in lines 6–12 of Algorithm 1). When a node hosts multiple types of applications, the ASE for a new VM request will be the lowest ASE among all those applications (as shown in lines 14–24 of Algorithm 1). After the ASE is defined for each application, and for the node running mixing types of applications we conservatively use the minimum ASE. If no more resource on the machine that has the highest ASE for a new request is not available, the new request will be assigned to the machine that has the second highest ASE. Once a VM is assigned to a Node(i), if Node(i) is in sleep mode, then RESCUE brings the node to active mode first as shown in Algorithm 1, line 27 and 28. Next, RESCUE starts the instance on the corresponding node after fixing the list of AVAILABLE INSTANCES and RUNNING INSTANCES of Node(i) as shown in Algorithm 2. Finally, when an instance is terminated.
on Node(i), RESCUE terminates that instance and fixes the AVAILABLE_INSTANCES and RUNNING_INSTANCE of Node(i) as shown in Algorithm 3.

In RESCUE, we make a machine in a ACPI-defined S3 Sleep/Standby mode to save more power when the machine has no running instances. Some other works [11,16,17] prefer to shutdown the machine to achieve a more aggressive power saving, but the cost (startup latency) for completely shutdown a machine is much larger than that of making it in sleep/standby mode. The ACPI-defined S3 sleeping state is a low wake latency sleeping state where CPU, cache, and chip set context are lost except memory in this state. Those techniques are used in PowerNap [18] and Blink [19] to save system power while maintains a low wakeup latency. Thus, in RESCUE, we also use the similar mechanism to save power as shown in Algorithm 3, lines 6–9, where the node is set to ACPI S3 mode if there is no running instances. We do not set the node to sleep mode immediately after a fixed period as shown in line 7 of Algorithm 3.

Algorithm 1. Map_Request
1. Map_Request(APP_TYPE, VM_SIZE)
2. BEGIN
3. best_node = NULL, Max_ASEE = 0
4. for all node in node_list do
5. if node.available_instances has (APP_TYPE, VM_SIZE) then
6. if node.running_instances = 0 then
7. current_ASEE = get_ASEE(APP_TYPE, VM_SIZE)
8. current_ASEE > Max_ASEE then
9. Max_ASEE = current_ASEE
10. best_node = node
11. end if
12. end if
13. else
14. Min_ASEE = get_ASEE(APP_TYPE, VM_SIZE)
15. for all APP_TYPE in running_instances do
16. current_ASEE = get_ASEE(APP_TYPE, VM_SIZE)
17. if current_ASEE < Min_ASEE then
18. Min_ASEE = current_ASEE
19. end if
20. end for
21. if Min_ASEE > Max_ASEE then
22. Max_ASEE = current_ASEE
23. best_node = node
24. end if
25. end if
26. end for
27. if best_node is in SLEEP then
28. wake up()
29. end if
30. StartInstances(best_node, APP_TYPE, VM_SIZE)
31. END

Algorithm 2. Start_Instance
1. Start_Instance(Node, APP_TYPE, VM_SIZE)
2. BEGIN
3. available_instances = available_instances - (APP_TYPE, VM_SIZE)
4. running_instances = running_instances + (APP_TYPE, VM_SIZE)
5. Eucalyptus.start_instance(Node, VM_SIZE)
6. END

Algorithm 3. Terminate_Instance
1. Terminate_Instance(Node, APP_TYPE, VM_SIZE)
2. BEGIN
3. Eucalyptus.stop_instance(node, VM_INDEX)
4. available_instances = available_instances + (APP_TYPE, VM_SIZE)
5. running_instances = running_instances - (APP_TYPE, VM_SIZE)
6. if Node.running_instances = 0 then
7. wait(timeout)
8. sleep()
9. end if
10. END

3.2.2. How can RESCUE scale as the number of nodes increases?
Eucalyptus can have multiple NCs within the same cluster. Therefore, as the number of nodes scales up, we can configure the cluster to have multiple NCs. Each NC can have a subset of nodes. Then, upon the request of a new VM, all the NCs can determine, in parallel, the local optimal node with the Max_ASEE. Then, when all the NCs return their Max_ASEE for the requested VM, we can assign the VM to the NC with the highest Max_ASEE, and that NC starts the instance on the local optimal node.

4. Experimental setup
We implemented RESCUE on a heterogeneous cloud created using Eucalyptus. This cloud includes six nodes as described in Table 1. Node-1 is our head node, and Node-2 to Node-6 are the data nodes. Our cloud supports multiple types of VMs, as described in Table 2. Because of the heterogeneous nature of our nodes, the support of VMS differs from one node to another. The nodes and VMs ran CentOS 5.5 with Xen virtualization module. To implement RESCUE in Eucalyptus, we modified the source code of the CC and added the following three functions: MapRequest, StartInstance, and TerminateInstance.

We used three different benchmarks. The first benchmark is BS Seeker, a CPU-intensive benchmark. BS Seeker is a bioinformatics application designed to map bisulfite-treated reads in genome-wide measurements of DNA methylation at a single nucleotide resolution. We deployed the Python implementation of BS Seeker [20] in the VMs’ images. We supplied BS Seeker with a 100-kB input file and used Bowtie [21] to align the reads.

The second benchmark is Matrix Stresmark. It is a part of DARPA Data Intensive Systems (DIS) Stresmark suite. It is characterized by its irregular accesses to memory and calculating an equation over a sparse n × n matrix. Thus, Matrix Stresmark is a memory-intensive benchmark, and we use it to simulate the behavior of common scientific applications [22]. For all running instances including profiling image, we set the vector to be of size 6000 and the number of nonzero items to be 1,000,000.

The last one is TPC-W, which is an online bookstore serving as a transactional e-commerce benchmark. We deployed a Java implemented version based on TPC-W specification 1.0.1 [23].
Table 3
The order of creating instances for each sequence.

<table>
<thead>
<tr>
<th>Order</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq. 1</td>
<td>M</td>
<td>M</td>
<td>XL</td>
<td>S</td>
<td>L</td>
<td>L</td>
<td>S</td>
<td>XL</td>
<td>XXL</td>
<td>M</td>
<td>S</td>
<td>M</td>
<td>L</td>
<td>M</td>
<td>L</td>
</tr>
<tr>
<td>Seq. 2</td>
<td>S</td>
<td>XL</td>
<td>S</td>
<td>XXL</td>
<td>L</td>
<td>L</td>
<td>M</td>
<td>XL</td>
<td>M</td>
<td>L</td>
<td>S</td>
<td>XL</td>
<td>M</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>Seq. 3</td>
<td>S</td>
<td>S</td>
<td>L</td>
<td>XL</td>
<td>S</td>
<td>M</td>
<td>XXL</td>
<td>XL</td>
<td>L</td>
<td>S</td>
<td>M</td>
<td>L</td>
<td>L</td>
<td>M</td>
<td>S</td>
</tr>
</tbody>
</table>

TPC-W uses Emulated Browsers (EBs) to emulate traffic generated by customers. Each EB session consists of a series of sequential interactions such as searching for a product, browsing the list of products, adding items to the shopping cart, and so on. For TPC-W, we used Apache Tomcat version 5.5.20 as the application server and MySQL 5.0.77 as the database server. A total of 10,000 items were added to the database, and we ran 250 concurrent clients to generate the workload. Using those benchmarks, RESCUE ranked the nodes according to their ASEE.

Compared to the RR and GDY’s scheduling policies, RESCUE can schedule every instance on the basis of its energy profile without any performance degradation. Furthermore, the scheduling also provides an opportunity to save more energy by setting idle machines in sleep mode. Finally, we evaluated our scheduling mechanism by collecting the total energy consumed while running each scheduling mechanism – RESCUE, RR, and GDY – for the same set of requests.

5. Evaluation

The entire evaluation includes two phases: preprocessing and scheduling. In the preprocessing phase, we ran the profiling image on Node-2 to Node-6. For each VM type, we created different numbers of instances on a single node. During the execution of the benchmark, the CC collects the power and other needed parameters and then uses those data to derive the ASEE for each node.

In the scheduling phase, we used three randomly selected user request sequences to generate the workload. Table 3 shows the order of user requests and the VM size for each request. For each sequence, we compared the energy consumption with three scheduling policies: RR, GDY, and RESCUE (RSC).

First we let all our nodes go to idle in order to start with the same baseline for all the servers. Then, we started the instances as shown in Table 3. Finally, we collected the energy consumed for each scheduling policy. Our power consumption measurements were collected using an electronic watt meter called Wattsup?/PRO/ES/.Net [24]. The voltage is 120 VAC, 60 HZ and the max wattage is 1800 watts. The measurement accuracy is ±1.5%, and the selected interval of time between records is 1 second.

5.1. Preprocessing results

We capture the preprocessing results of each benchmark separately. Ideally, within a data center there are heterogeneous types of applications running at the same time. However, for comparison clarity, we focus on running each benchmark separately and displaying the results accordingly.

Fig. 2 shows the power and ASEE when running 1, 2, 4, 8, and 10 Small VMs on Node-2. The power and ASEE have a similar trend because the total workload is proportional to the number of VMs. Since all VMs have the same workload, the total workload increases when the number of running VMs increases. For the power, more VMs running on the same machine leads to higher power, but it increases relatively slower. The execution time of all cases is similar. Thus, based on the definition of ASEE, the power dominates the increasing trend of ASEE. For a particular application, such as BS Seeker, the power is not in a linear relationship with the number of VMs, and the power increases more quickly between 2 S and 8 S. Furthermore, the BS Seeker consumes more power than the other two benchmarks because it is CPU intensive, and the CPU dominates the power consumption of a node. Matrix is memory intensive, so it consumes less power than BS Seeker when running the same number of VMs. TPC-W is an I/O (disk and network) intensive workload that is sensitive to user behavior, and it consumes much less power than CPU- or memory-intensive jobs.

Fig. 3(a), (b), and (c) shows the ASEE for running BS Seeker, Matrix Stressmark, and TPC-W, respectively, with different VM sizes on all five nodes. We first analyze the ASEE for each benchmark and then compare it across all three benchmarks. Owing to the hardware limitations, Node-5 and Node-6 cannot support VM sizes other than 1S, 1M, and 1L. Similarly, Node-4 cannot support all combinations of VM sizes.

5.1.1. BS seeker analysis

First, Fig. 3(a) represents the ASEE data for BS Seeker. Node-2 and Node-3 are closer to each other. Node-2, Node-3, and Node-4 have the same pattern when the VM size changes. Switching between (S), (M), and (L) had a negligible effect on the ASEE because the nature of BS Seeker is CPU intensive. Moreover, all (S), (M), and (L) are single-core VM. Therefore, keeping the number of CPUs consistent did not affect the ASEE much. If we fix the same VM size, the ASEE differences are caused by the different processors’ performance, as shown in Table 1. When the VM size switches between (L), (XL), and (XXL), the ASEE increases sharply for Node-2, Node-3, and Node-4. This increment is brought by the number of cores doubling. More CPU resources can reduce the execution time and increase the ASEE. Another noteworthy observation is the ASEE gap between Node-2 and Node-3, where switching the VM size from (XL) to (XXL) becomes larger and larger. Although Node-2 and Node-3 have the same processor type, when the number of instances goes up, the competition on the other shared resources, such as the L2 and L3 cache, is intense. Thus, for one and two running instances, the gap is smaller, and for three or more running instances, the gap is larger. Furthermore, the range of ASEE is also wide; for all data points, the highest ASEE is about 5x the lowest one.
5.1.2. Matrix Stressmark analysis

Second, we present the result of the Matrix Stressmark benchmark in Fig. 3(b), which displays the data we collected regarding the energy consumed for the same workload. We noticed that Node-2 and Node-3 consume a similar amount of energy to perform the entire calculation, leading to a similar ASEE. For 8 and 10 running instances, the ASEE gap becomes larger because Node-2 has faster memory frequency than Node-3. Comparing Node-4 and Node-2 (or Node-3), Node-4 consumes more than 25% extra energy than Node-2 (or Node-3) in order to perform the same job. This is attributed to the fact that Node-2 and Node-3 have an L3 cache and faster memory frequency. Because the Matrix Stressmark is memory intensive, with higher-level caches and faster memory frequency, Node-2 and Node-3 had fewer cache misses and could finish the job faster and thus save on energy. However, the difference between Node-2 and Node-4 is not so wide as in BS Seeker. This narrow change range is also caused by the nature of the Matrix Stressmark, in that it generates irregular memory access, and to a certain extent this can weaken the effect of larger cache and faster memory frequency. Another important observation is that Node-5 and Node-6 have a higher ASEE than Node-4, whereas Node-4 has a more powerful hardware configuration. The reason here is that the entire system power is lower for Node-5 and Node-6 than for Node-4. Less-powerful hardware requires less power. The average power for Node-5 and Node-6 running 1S (or 1M, or 1L) is about 195 watts (144 watts when it is idle). For Node-4, the average power is around 217 watts (196 watts when it is idle) when running the same size of VM. The idle power of Node-4 is even higher than the average power of Node-5 and Node-6. Thus, although the execution time of Node-5 (or Node-6) is longer than Node-4, the total energy may be lower because of the lower average power. However, this is perfect if there are no tight performance requirements. In reality, this is impossible because any work must be done within a time limit.

5.2. TPC-W analysis

Third, the results for TPC-W with 250 EBs is shown in Fig. 3(c). Based on the results, it is clear that the ASEE of TPC-W has a similar trend with the ASEE of Matrix Stressmark. No matter what VM size it is, the ASEE changes a little. Similarly, with the same running instances, the ASEE of each node is also close. We also witness that Node-5 and Node-6 have a higher ASEE than Node-3 and Node-4. As we mentioned before, lower system power may obtain a lower total energy consumption even though the execution time is longer. TPC-W fits this example perfectly. TPC-W is neither CPU nor memory intensive, but it needs a lot of disk and network I/O operation. Disk and network devices contribute only a fraction to the total system power, and in Fig. 2 we already show that the average power of running TPC-W is several watts higher than the idle power (7 watts higher running 4 Small VMs on Node-2). The execution times for all test cases are 1197 ±12 seconds. Thus, the node with lower idle power becomes more energy efficient. In particular, the idle power for Node-2 to Node-6 in an increasing fashion are Node-5 and Node-6 (144 watts), Node-2 (148 watts), Node-3 (182 watts), and Node-4 (196 watts). The ASEE ranking of each node in a decreasing fashion is Node-2, Node-5 and Node-6, Node-3, and Node-4, which is almost the same with the order based on idle power. This implies that reducing the idle power is sometimes more useful.

Last, if we compare the ASEE of three benchmarks, the rank order of each benchmark is different. Node-2 is always the most energy-efficient node. The other nodes may be efficient in one benchmark, but not as efficient in another benchmark. This verifies our claim that ASEE varies by hardware configuration. Another
observation is that the ASEE-based node rank can change when the workload changes. In Fig. 3(b), when the running instances are less than or equal to 2, Node-3 has a higher rank than Node-2. On the contrary, Node-2 becomes more efficient than Node-3 when the workload is heavy. Finally, all these benchmarks reinforce the notion that energy efficiency differs according to the server and application types. Regardless of why these differences occur, they should be considered when scheduling instances within a data center.

5.3. Scheduling results
In order to compare RESCUE to the current Eucalyptus scheduling policies, we used the three test sequences shown in Table 3 to run 15 concurrent instances. The nodes were connected to the cloud (Node-1 is the head node running CC and CLC) in the following order: Node-5, Node-6, Node-3, Node-4, and Node-2. To illustrate the differences in scheduling allocation of VMs, we show a sample of VM allocation using Seq. 3 in Fig. 4. Each small rectangle represents a node, and an empty rectangle means that no VM was assigned to this node. The digital: letter pair such as 1:S within a rectangle indicates the first VM of size Small was assigned to this node.

All three test sequences were scheduled, and the energy consumption was collected. Fig. 5 represents the total energy consumed using the three scheduling policies for BS Seeker, Matrix Stressmark, and TPC-W, respectively. The nodes hosting no VM are in idle mode, but not standby mode. For all three benchmarks, RESCUE required less energy compared to Greedy and Round Robin. The energy savings for BS Seeker and Matrix are up to 16.7% and 14.4%, respectively. For TPC-W, energy reduction is between 2.6% and 6.6%.

Another interesting observation is that the RR scheduler always consumes the most energy in all three benchmarks, except running TPC-W with Seq. 3. Compared to the GDY scheduler, RR distributed the VMs evenly across all nodes. Using the example in Fig. 4, all five nodes host at least one VM using RR, but for GDY, Node-2 hosts no VM. As we discussed earlier, using fewer resources and making as many nodes idle as possible could save more energy than making all nodes run at a lower power state. Thus, the RR scheduler consumes more energy than the GDY scheduler. With RESCUE, it amplifies the effect of making more nodes in idle mode because RESCUE clusters the VMs using ASEE to fewer, but more energy-efficient, resources. As a result, RESCUE reduced the total energy consumption for all test cases.

In the case of BS Seeker and Matrix Stressmark, the greater energy saving was witnessed, where the greatest savings reached up to 16.7%. The high energy saving of those two benchmarks is clear that fewer nodes (Node-2 and Node-3 only) are used than that of GDY and RR schedulers. Furthermore, BS Seeker and Matrix Stressmark are CPU and memory intensive and the dynamic power range is wide, so making more nodes idle can save more energy. However, even though RESCUE saves energy for TPC-W, the differences are tighter than the other benchmarks. The small energy-saving gap occurs for two reasons. First, the dynamic power range of running TPC-W is narrow. Thus, an idle node cannot save more energy than a node running multiple instances. In Fig. 5(c), for Seq.1 and Seq.2, the total energy consumed by the RR scheduler is higher than that of the GDY scheduler. However, for Seq.3, the GDY scheduler consumed more energy than the RR scheduler, even though Node-2 is idle in GDY but hosting three instances in RR, as shown in Fig. 4. Second, all nodes have a similar ASEE as TPC-W. (We addressed this in the previous Section 5.1.) Thus, RESCUE saves energy because it allocates VMs with more energy efficiency than GDY and RR. The scheduling results in Fig. 4 show that in the RR scheduler, Node-3 and Node-4 host more instances, whereas in RESCUE, Node-2 hosts more instances and Node-4 becomes completely idle because Node-2 has a higher ASEE than Node-3 and Node-4. Although the allocation results are quite different, the energy saving is hardly great.

5.4. Aggressive energy saving
As shown in Fig. 4, using RESCUE can use fewer nodes to host all VMs to save energy. However, even an idle machine still consumes a large fraction of observed peak power. In our case, Node-2 to Node-6 consume 53.89%, 58.91%, 61.46%, 63.32%, and 62.43% of the observed peak power, correspondingly. Because using RESCUE leads to more idle nodes, in an aggressive way, we set all idle nodes in an ACPI-defined S3 state to further reduce the total energy consumption. The nodes in the ACPI S3 state consume less than 15 watts...s energy per second, and setting the nodes hosting no VM achieves huge energy savings. Fig. 6 shows the average normalized energy savings of using RESCUE with sleep state. For the example shown in Fig. 4, RESCUE sets Node-4, Node-5, and Node-6 into a sleep state when running BS Seeker and Matrix, and for TPC-W, only Node-4 is set to sleep mode. As a result, further energy saving is achieved. Compared to RESCUE, RESCUE-with-sleep can reduce energy consumption by 51.5% for BS Seeker, 48.8% for Matrix, and 21.3% for TPC-W, on average, for all three test sequences.
In the design of RESCUE, we schedule the workload on the basis of its ASEE, by which we can reduce the total energy consumption. The performance impact caused by applying RESCUE is negligible. RESCUE does not need real-time performance-counter-involved adjustment during execution. The execution time of CPU-intensive and memory-intensive benchmarks differs a little (within 1%) compared with a system without RESCUE. For the I/O-intensive benchmark, the execution time varies up to 3% because the requests were generated following a nonuniform distribution. The potential performance vibration is that RESCUE assigns the application to a slower machine rather than a faster one due to the slower machine has higher ASEE, but the SAL is guaranteed even running on a slower machine.

5.6. Limitations

It is worth noting that the proposed scheme performs well under certain scenarios, but it has several limitations that require further investigation. First, RESCUE does not leverage virtual machine migration and proper consolidation with the creation and/or termination of instances in order to increase energy efficiency. In RESCUE, we rarely migrate a VM unless the hardware fails. However, the software or hardware could fail at any time and location. Although frequent VM migration is time consuming, it is still necessary to achieve higher energy efficiency. In RESCUE, we already store all the running instances and its host, so we can run an instance reallocation process to reach a global optimal ASEE with minimal migration operations.

Second, DVFS is another widely used method to conserve energy. In our implementation, RESCUE makes a node operating at the highest frequency when the first VM is assigned to this node. However, always having the CPU running at full speed is not good if only a few VMs are running on a node. Thus, tuning the performance of CPU and memory to make them proportional to the workload requirement is still a hot topic in data centers. Both VM migration and DVFS come with performance overheads naturally. It is easy to combine them with RESCUE, but it breaks the simplicity.
Finally, the ASEe is defined as the ratio of completed workloads over energy consumed. It is easy to define the workload for a single machine. However, getting the ASEe of a rack or a cluster can be difficult because the workload for a rack or a cluster is usually a mixture of multiple application types, making the question of how to uniformly represent the workload a key problem. This may be a problem when a higher-level scheduler that wants to leverage ASEe is deployed.

Overall, through analyzing the ASEe result of three benchmarks, we show that hardware has a "preference" of application’s energy efficiency. Thus, RESCUE takes the facility of such a preference and schedules a user request on the basis of the application’s ASEe. The scheduling results also reflect that RESCUE can assign the workload to the most energy-efficient node. As a result, significant energy savings are achieved for three benchmarks, and the aggressive energy-saving method further reduces the total energy consumption. Moreover, even though our implementation is based on the Eucalyptus environment, the same idea can be implemented on other cloud environments such as OpenStack [25].

6. Related work

Despite the advance in system power management, current servers are not energy proportional. To improve proportionality, researchers have proposed an active low-power mode for both CPU and memory. Many works [3–5,11] have used DVFS to control the CPU power because DVFS is well-suited for most workloads. However, CPU DVFS usually depends on modeling and prediction to determine the new frequency and voltage combination for the next epoch. Although CPU power optimization has long been a focus, memory power management has become a new interest. To harness the same benefits of DVFS, [6–9] showed that active low-power modes are also available at the memory, memory bus, and memory controller. Recently, a CPU and memory-cooperated DVFS mechanism was proposed in [26,27], where the disadvantage of performance degradation still exists in DVFS-based power management. In RESCUE, the CPU is set to the highest frequency to reduce the potential performance loss. In addition, reducing the frequency or voltage of the underlying physical CPU can have a negative effect on those VMs that need high-performance virtual CPUs.

Another approach of server power management is workload migration. In the work of [12,28], fewer resources were consolidated to fewer physical resources, by which the total energy consumption can be reduced. However, implementing power reallocation and workload migration brings performance and energy overheads. To overcome such defects, we propose that RESCUE schedule applications on the basis of their energy efficiency. RESCUE needs only one profiling step, and during the running time, no modeling or prediction process is needed, so there is no performance degradation.

For virtualized platforms, Nathuji and Schwman [29] proposed the VirtualPower approach, which supports online power management, including hardware scaling and soft scaling. For hardware scaling, the hardware setting is determined by VM-level resource sharing. In particular of DVFS management, the voltage provided to the chip is sufficient for core operation at the highest frequency. The soft scaling uses resource scheduling to emulate the hardware performance change. The soft scaling modiﬁed the hypervisor’s scheduling attributes by scaling the time slice or issued instructions. Both hardware scaling and soft scaling depend on a real-time estimation model that leverages hardware performance counters, and consequently the estimation overhead leads to performance degradation. Unlike VirtualPower, RESCUE does not need real-time estimation while preprofiling is still needed. VirtualPower adjusts the hardware performance to reduce the energy consumption, but the application may not run efﬁciently. Higher CPU frequency does not always consume more energy, because the execution time is less than that of running on a lower CPU frequency, whereas the power of a higher-frequency CPU is higher. An application’s energy consumption depends on both hardware and software. Thus, RESCUE allocates applications on the basis of their ASEes, which takes advantage of the power characteristics of hardware and software.

Verma et al. [30] have studied the problem of optimal VM allocations with the constraints of power consumption and SLA. The authors proposed a power-aware application placement framework, called pMapper, which can improve the energy efficiency of a virtualized data center. The pMapper consists of three managers: a performance manager, a power manager, and a migration manager. Those three managers coordinate the VM’s action and resize VMs according to current resource requirements and SLA. To reduce energy consumption, all VMs are consolidated to fewer physical resources, and the idle machines are turned off. In RESCUE, we do not migrate VMs unless a hardware failure occurs. However, VM migration does not guarantee that VMs are assigned to the most energy-efficient hardware. RESCUE assigns VMs on the basis of ASEe, which already maximizes the energy efficiency. Furthermore, pMapper turns off idle machines, which leads to long latency (up to minutes) to switch on machines when the workload increases. Contrarily, RESCUE uses the ACPI S3 state, which has a shorter latency (less than 10s) to transit to a standby state.

Feller et al. [31] have proposed Snooze for private cloud management. Snooze implements dynamic VM consolidation as a new feature of cloud management platform. The VM consolidation policies leverage the VMs and hosts’ resources utilization collected from the performance counters. However, the consolidation policies are implemented at the group manager level which includes only a subset of physical machines. In contrast to Snooze, RESCUE can optimize the VM allocation globally since CC has a global view of each NCs, and therefore VM can be allocated to the most energy efficient node.

There are also research on energy-aware scheduling for specific application types. In [32] and [33], the authors have proposed dynamic VM controller which optimizes power consumption and performance benefits for Web application. The work of [34] has proposed dynamic cluster reconfiguration algorithm to adjusts the active servers for HPC workload. The authors also proposed a server scheduling strategy according to the workload distribution. Those works need the knowledge of application characteristics, which is similar to RESCUE. However, RESCUE can handle multiple types of applications. For different application, the ASEe represents the energy efficiency knowledge of both hardware and software, while those prior work only uses software workload knowledge.

7. Conclusion

Energy efficiency is highly desirable for data centers because energy costs constitute a large portion of the cost of operating data centers. In this paper, we presented RESCUE, an energy-aware scheduler for cloud environments that increases energy efficiency using ASEe. We ran benchmarks on a private cloud with six nodes, showing that our methodology of ranking nodes by their ASEe and then scheduling VMs based on that ranking can lead to more energy-efficient computing. More aggressively, setting node hosting from no VM to an ACPI-defined S3 state, RESCUE can reduce total energy consumption by more than 50%.
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