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ABSTRACT

Recently, distributed word embeddings trained by neural language models are commonly used for text classification with Convolutional Neural Networks (CNNs). In this paper, we propose a novel neural language model, Topic-based Skip-gram, to learn topic-based word embeddings for biomedical literature indexing with CNNs. Topic-based Skip-gram leverages textual content with topic models, e.g., Latent Dirichlet Allocation (LDA), to capture precise topic-based word relationship and then integrate it into distributed word embedding learning. We then describe two multimodal CNN architectures, which are able to employ different kinds of word embeddings at the same time for text classification. Through extensive experiments conducted on several real-world datasets, we demonstrate that combination of our Topic-based Skip-gram and multimodal CNN architectures outperforms state-of-the-art methods in biomedical literature indexing, clinical note annotation and general textual benchmark dataset classification.
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1. INTRODUCTION

As the amount of biomedical textual data in MEDLINE of the US National Library of Medicine (NLM) is growing exponentially, the indexing of biomedical articles is becoming a much more difficult task. Medical Text Indexer (MTI)1 had been assigned to this task as a support tool which produces (semi-)automated recommendation indexing based on predefined Medical Subject Headings (MESH)2. Meanwhile, biomedical literature indexing can also be viewed as a classification over textual data into a set of predefined classes. However, as discussed in [26, 29], traditional machine learning algorithms, including Naive Bayes, Support Vector Machine and Logistic Regression, cannot outperform MTI system without ensemble.

Recently, CNN models have achieved remarkably strong performance in natural language processing and become commonly used architectures for text classification [11, 12, 14, 31]. As input features of CNNs, various types of word vector representations have been proposed. Generally speaking, there are two model families to represent words with real-valued vectors: 1)matrix factorization methods, such as [7, 17] and 2) local window-based methods, such as [2, 6, 21]. Both families have their own pros and cons. Although matrix factorization methods do not require much domain expertise of word embedding and efficiently leverage statistical information of corpora, their main problem is that most frequent words (or characters) have a large negative impact on word similarity measure, which leads to poor performance on word analogy tasks. Local window-based methods perform better on analogy tasks, but they poorly utilize statistical information about corpus because these models are trained on separate local windows of content.

In the presented work, we propose a novel word embedding learning approach, which provides topic-based semantic word embeddings and two CNN architectures, which can utilize multiple word representations simultaneously for text classification. Specifically, our framework first leverages the whole text corpus with topic models to capture semantic re-

relationship between words and then take it as the input for word representation learning using Topic-based Skip-gram with a novel objective function. Then, these topic-based word representations are used together with other state-of-the-art word embeddings for text classification in multimodal CNN models. Specifically, the main contributions of this paper are summarized as follows:

- We develop a word embedding learning model, Topic-based Skip-gram, which captures word semantic relationship with topic models, e.g., LDA, and then integrate it into distributed word embedding learning with a novel objective function.
- We introduce two complementary multimodal CNN architectures that are able to simultaneously take multiple kinds of word embeddings as inputs for text classification.
- We combine the proposed topic-based word embedding and other state-of-the-art word embeddings as inputs to the proposed multimodal CNN architectures. Our experiments conducted on several real-world datasets show that combination of the proposed topic-based word representations and our multimodal CNNs outperforms state-of-the-art word representations in various text classification tasks, including indexing of biomedical articles.

The rest of this paper is organized as follows. In Section 2, we review related work in biomedical literature indexing and word embedding learning. The details of our word representation learning approach and multimodal CNN models are introduced in Section 3. In Section 4, we demonstrate that our topic-based word embedding produces competitive results with CNN architecture and outperforms state-of-the-art approaches with our multimodal CNN models in three case studies. At last, we conclude in Section 5.

2. RELATED WORK

2.1 Indexing of Biomedical Literature

Our work shares the high-level goal of biomedical literature indexing with many previous works, such as USI [9], MeSHLabeler [16], MeSH Now [18] and Atypon [22]. Several other works [26, 29] tried to improve the MTI system with automatic machine learning methods. Among them, Yepes et al. [29] pointed out that ensemble of classic machine learning methods can outperform indexing performance of MTI. Rios and Kavuluru [26] surpassed MTI performance by utilizing CNNs for sentence-level textual classification [12] with word embeddings trained by the Skip-gram model [21], which is more closely related to our work. However, these works focus on utilizing classic machine learning methods for biomedical literature indexing, while we propose a novel Topic-based Skip-gram for learning topic-based semantic word representations and obtain state-of-the-art classification performance with deep learning architectures.

2.2 Topic Models

Topic models are probabilistic generative models to discover main themes of documents. These models share the same assumptions: 1) they posit there are a set of latent topics, which are multinomial distributions over vocabulary; 2) each document is a mixture of these topics. Recently, topic models have become a popular tool for text classification [19, 24], image classification [8, 25], transfer learning [5, 27] and unsupervised analysis of textual data [3, 4]. As one of the most commonly used unsupervised topic models, Latent Dirichlet Allocation (LDA) [4] can extract semantic information from corpora. The basic assumption of LDA is that each document is a mixture of topic proportions and each topic is a distribution over fixed vocabulary. In this paper, we employ LDA to identify topic-based semantic relationships between words in each corpus.

2.3 Word Embedding Learning Methods

Recently, Mikolov et al. introduced an algorithm for learning fixed length distributed representations of words in a vector space, the Skip-gram model [20], which is a single-layer neural network based on inner products between word vectors. As one of the local window-based methods, Skip-gram’s objective is to learn word embeddings that can predict the textual content of a word given the word itself. Through experiments on word and phrase analogy tasks, this model demonstrated its capacity to capture linguistic relationships between word vectors. However, Skip-gram model suffers from the disadvantage that it does not utilize the co-occurrence statistics of the corpus. Instead, Skip-gram scans textual corpus with local context windows, which fails to make use of statistical information of the whole corpus. Pennington et al. [23] took the advantages of both global matrix factorization and local content window-based methods by training their model only on nonzero elements in the word co-occurrence matrix. Different from their approach, Topic-based Skip-gram leverages global statistical information of the whole corpus with LDA and learns the semantic information with local content windows.

2.4 CNNs for Text Classification

A number of CNN architectures have been developed for text classification [11, 12, 14, 31]. Kalchbrenner et al. [11] focused on sentence modeling with a CNN-based model for word-level input. Zhang and LeCun [31] concentrated on character-level input with a very deep CNN architecture which requires a large amount of training data and training time. Lai et al. [14] proposed a model which combines Recurrent Neural Networks (RNN) with CNN. Kim [12] proposed a two-layer CNN model for sentence-level text classification with single kind of word embeddings. This model is simple but very effective for text classification. Our multimodal approach is inspired by this model. In contrast to the architecture described by Kim, our multimodal approaches are able to simultaneously take multiple kinds of word representations as inputs.

3. OUR APPROACH

In this section, we first present technical details of Topic-based Skip-gram for learning topic-based semantic word embeddings and then introduce two multimodal CNN architectures which employ multiple kinds of word embeddings as inputs for text classification.

3.1 Topic-based Skip-gram

Topic-based Skip-gram identify semantic relationship between words from corpus using LDA and then integrate it into word representation learning with a novel objective
function. The workflow is shown in Fig. 1 and we will introduce the details in this subsection.

3.1.1 Leveraging Topic-based Semantic Information with LDA

LDA. The basic idea of LDA is that each document \( d \) is a distribution over \( K \) latent topics and each topic is a distribution over \( V \) unique words in the dictionary. Given a corpus of \( M \) documents and each document has \( N_m \) words, the generative process of LDA is as follows:

1. Choose \( \theta \sim \text{Dirichlet}(\alpha) \)
   \( \theta \) denotes topic distribution over documents. Each document has its own \( \theta \), which needs to be estimated during the training stage. Each \( \theta \) is a vector of length \( K \), where \( K \) is the number of topics and chosen manually at the beginning of training. \( \alpha \) is the hyperparameter of document-topic distribution.

2. Choose \( \phi \sim \text{Dirichlet}(\beta) \)
   \( \phi \) is word distribution over topics, also known as topic in [4], which is a matrix of \( K \) rows and \( V \) columns. Element \( \phi_{i,j} \) equals \( p(w_j|z_i) \), which is the probability of generating word \( w_j \) given this word belonging to topic \( z_i \). \( \beta \) is the hyperparameter of topic-word distribution.

3. For each of the \( N \) words \( w_n \) in each document \( d_m \) of the \( M \) documents in the corpus:
   
   (a) Choose a topic \( z_n \sim \text{Multinomial}(\theta) \)
       The topic indicator \( z_n \) is the topic \( k \) assigned to word \( w_n \).
   
   (b) Generate a word \( w_n \sim \text{Multinomial}(z_n, \beta) \)
       Generate a word as \( w_n \), which is the \( n \)th unique word in the dictionary, from Multinomial distribution \( p(w_n|z_n, \beta) \).

Topic-based Semantic Information of Corpus. In this paper, we treat the topic distribution over words \( \psi \) as topic-based semantic information of corpus for learning word embeddings. \( \psi \) is a \( V \times K \) matrix. Its element \( \psi_{i,j} \) is equal to \( p(z_i|w_j) \), which is the probability for word \( w_j \) to be assigned to topic \( z_i \). It can be approximated with word distribution over topics \( \phi \) based on Bayes’ theorem:

\[
p(z_i|w_j) = \frac{p(w_j|z_i) \cdot p(z_i)}{p(w_j)},
\]

where \( p(z_i) \) is the marginal probability of topic \( z_i \) and \( p(w_j) \) denotes the marginal probability of word \( w_j \) in the dictionary. \( p(z_i) \) and \( p(w_j) \) can be calculated as follows:

\[
p(z_i) = \frac{\sum_{m=1}^{M} z_{i,m}}{M},
\]

\[
p(w_j) = \frac{\sum_{m=1}^{M} N_{m,j}}{\sum_{m=1}^{M} N_m},
\]

where \( z_{i,m} \) is the topic proportion of \( z_i \) in document \( d_m \) and \( N_{m,j} \) is the count of word \( w_j \) in the document \( d_m \). The topic-based semantic information matrix \( \psi \) is then used as training data in the word embedding learning step.

3.1.2 Learning Topic-based Word Embeddings

Skip-gram. The training objective of Skip-gram [21] is to learn distributed word representations which aim at predicting the surrounding words in the documents. Given a training corpus of \( T \) words \( w_1, w_2, w_3, \ldots, w_T \), the learning objective of the Skip-gram model is to maximize the average log probability

\[
\frac{1}{T} \sum_{t=1}^{T} \sum_{-c \leq j \leq c, j \neq 0} \log p(w_{t+j}|w_t),
\]

where \( c \) is the size of training content. In other words, given a local window of size \( 2 \cdot c + 1 \), the objective of Skip-gram model is to maximize prediction log probability of the \( 2 \cdot c \) words \( w_{t-c}, w_{t-c+1}, \ldots, w_{t-1}, w_{t+1}, \ldots, w_{t+c-1}, w_{t+c} \) given the word \( w_t \) in the center.

Learning Semantic Word Embeddings. We propose a novel training objective for Topic-based Skip-gram that is to learn distributed word embeddings which are useful to predict words with similar topic-based semantic information. The basic assumption of Topic-based Skip-gram is that if topic distributions of two words \( \psi_i \) and \( \psi_j \) have a large cosine similarity between each other, then these two words share similar topic-based semantic information. Given a dictionary of \( N \) unique words \( w_1, w_2, w_3, \ldots, w_N \) of a corpus,
the objective of Topic-based Skip-gram model is to maximize the average log probability

\[ \frac{1}{N} \sum_{n=1}^{N} \sum_{1 \leq j \leq N, j \neq n} \log p(w_{n+j} | w_n). \tag{5} \]

In other words, given half window size \(c\) (s.t. window size is \(2c + 1\)) and a word in the dictionary \(w_n\), the training objective of Topic-based Skip-gram is to maximize prediction log probability of the top \(2c\) words similar to \(w_n\). The probability \(p(w_{n+j} | w_n)\) is defined using softmax function

\[ p(w_{n+j} | w_n) = \frac{\exp(v_{n+j}^\top v_{w_n})}{\sum_{1 \leq i \leq N, i \neq n} \exp(v_{n+i}^\top v_{w_n})}, \tag{6} \]

where \(v_{w_n}\) is the vector representation of word \(w_n\). In practice, the cost of computing \(\nabla \log p(w_{n+j} | w_n) \propto N\), where \(N\) can be very large (\(10^9 \sim 10^8\) unique words).

**Optimization.** Same with Skip-gram, we use Negative Sampling [21] to optimize the objective function of Topic-based Skip-gram. In Negative Sampling, \(p(w_{n+j} | w_n)\) is replaced as

\[ \log \sigma(w_{n+j} | w_n) + \frac{k}{\log N} \sum_{i=1}^{k} E_{w_i \sim P_n(w)}[\log \sigma(-v_{w_i}^\top v_{w_n})]. \tag{7} \]

The idea is to distinguish target word \(w_{n+j}\) from \(k\) noise words which are drawn from noise distribution \(P_n(w)\) using logistic regression by maximizing the probability of target word (first item) and minimizing the probability of noise words (second term). According to results reported in [21], we choose \(k = 15\) and \(P_n(w) \sim \frac{U(w)^{0.75}}{Z} \), where \(U(w)\) is unigram distribution.

**Time efficiency.** Given a dataset of \(N\) unique words and \(L\) words in total, proposed Topic-based Skip-gram optimizes \(N\) word windows and Skip-gram optimizes \(L\) windows. Note that \(N \ll L\) in most cases. Furthermore, Topic-based Skip-gram can also work with other semantic indexing models in addition to LDA, which may significantly expedite the training process.

We summarize the learning procedure for topic-based semantic word embedding in Algorithm 1.

### 3.2 Multimodal CNN Architectures

In this part, we first introduce a single channel CNN model [12], which is used as baseline architecture in the experiments. Then we will describe the two proposed multimodal CNN architectures which can take multiple types of word embeddings with different length.

#### 3.2.1 Baseline CNN

The baseline CNN has one input layer, one convolution layer, one sub-sampling layer and one fully connected layer. Although one output neuron with sigmoid or tanh function is sufficient for binary classification, we choose multiple neurons with softmax function to make it easier to adopt CNN models for multi-class classification. The details of each layer are described as follows.

**Input layer.** Formally, we denote \(x_i \in \mathbb{R}^k\) as the \(k\)-dimensional word representation for the \(i\)th word in a sentence. A sentence of length \(n\) is denoted as

\[ x_{1:n} = x_1 \oplus x_2 \oplus \cdots \oplus x_n, \tag{8} \]

where \(\oplus\) is the concatenation operator. By this, each input sentence is represented as a \(n \times k\) matrix. In practice, short sentences are padded with zeros to same length, such that, each matrix shares the same size.

**Convolution layer.** A convolution filter \(w \in \mathbb{R}^{h \times k}\), which is applied to a window of \(h\) words of \(k\)-dimensional embeddings, produces a new feature. For instance, given a window of words \(x_{1:h-1}\) and a bias term \(b \in \mathbb{R}\), a new feature \(c_i\) is generated by

\[ c_i = f(w \cdot x_{1:h-1} + b), \tag{9} \]

where \(f\) is a non-linear function. In our case, we apply the element-wise function Rectified Linear Unit (ReLU) to the input matrices:

\[ \text{ReLU}(x) = \begin{cases} x, & \text{if } x > 0 \\ 0, & \text{otherwise} \end{cases} \tag{10} \]

Each filter produces a feature map \(c = [c_1, c_2, \cdots, c_{n-h+1}]\) from every possible window \(\{x_{1:h}, x_{2:h+1}, \cdots, x_{n-h+1} + 1 : n\}\) of a sentence of length \(n\). In [12], multiple layers of various sizes are applied in the convolution layer, and multiple feature maps are generated.

**Sub-sampling layer.** There are several sub-sampling methods, such as average pooling, median pooling and max pooling. In this case, we apply max pooling over each feature map produced by the convolution layer and take the maximum element \(\hat{c} = \max \{c\}\). Let’s denote features generated by this max pooling layer as

\[ \hat{c} = \hat{c}_1 \oplus \hat{c}_2 \oplus \cdots \oplus \hat{c}_m, \tag{11} \]

where \(m\) is the number of feature maps.
Fully connected layer. Given $\hat{c}$ as the input, the fully connected layer produces
\[ P(Y = i|\hat{c}, \theta) = \text{softmax}_i(W \cdot (\hat{c} \circ r) + b), \tag{12} \]
where $Y$ is the prediction, $\theta$ denotes parameters $\{W, b\}$, $W$ denotes weights, $\circ$ denotes the element-wise multiplication operator and $r \in \mathbb{R}^m$ is a dropout mask vector of Bernoulli variables with probability $p$ of being zero. During the back propagation stage, only unmarked elements in $\hat{c}$ are involved in the computation. $l_2$-norm \cite{10} is also applied to weight matrices $W$. If $\|W\|_2 > s$ after gradient descent step, we rescale $W$, such that $\|W\|_2 = s$. Here, $s$ is a manually defined parameter. By applying dropout and $l_2$-norm, we prevent the overfitting problem.

Optimization. A reasonable training objective is to minimize categorical (or binary) cross-entropy loss. The average loss for each sample is
\[ Q(\theta) = \frac{1}{|D|} L(\theta, D) \]
\[ = -\frac{1}{|D|} \sum_{i=1}^{\|D\|} \log P(Y = y^i|x^i, \theta), \tag{13} \]
where $x^i$ is the $i$th sample in the dataset and $y^i$ is the prediction for it. In this paper, we update the parameters $\theta$ by Adadelta \cite{30}, which is an adaptive learning rate approach for Stochastic Gradient Descent.

3.2.2 Multi-channel CNN (CNN-channel)

As shown in the top panel of Fig. 2, CNN-channel model combines two baseline CNN models. More formally, we denote two kinds of word embeddings $x^i_1 \in \mathbb{R}^{k_1}$ and $x^i_2 \in \mathbb{R}^{k_2}$ as $k_1$- and $k_2$-dimensional word representations for the $i$th word in a sentence. So, a sentence of length $n$ can be represented in two ways
\[ X^i_1 \cdot n = x^i_1 \oplus x^i_2 \oplus \cdots \oplus x^i_n \tag{14} \]
and
\[ X^i_2 \cdot n = x^i_1 \oplus x^i_2 \oplus \cdots \oplus x^i_n, \tag{15} \]
where $X^i_1 \cdot n$ is used as the input matrix for the ‘top channel’ of CNN-channel and $X^i_2 \cdot n$ is the input for the ‘bottom channel’ of CNN-channel. Similarly, after applying convolution and max-pooling layers, $\hat{c}^1$ and $\hat{c}^2$ are generated. In CNN-channel, they are merged in an element-wise addition fashion
\[ \hat{c} = \hat{c}^1 + \hat{c}^2 \tag{16} \]
Here, $\oplus$ denotes element-wise addition. Then we apply the fully connected layer with dropout and softmax output and $l_2$ regularization as in the baseline CNN model.

3.2.3 Concatenation CNN (CNN-concat)

As shown in the bottom panel of Fig. 2, CNN-concat is also built on top of the baseline CNN model. Different from CNN-channel, $\hat{c}^1$ and $\hat{c}^2$ are merged by concatenation
\[ \hat{c} = \hat{c}^1 \oplus \hat{c}^2 \tag{17} \]
Then $\hat{c}$ is taken as the input of fully connected layer as in the baseline CNN model. Although CNN-channel and CNN-concat models can be expended to utilize as many types of word embeddings as needed, we only employ two kinds of word representations in our experiments.

3.2.4 Deep Understanding of Multimodal CNNs

Multimodal CNNs vs. original CNN model. Original CNN architecture, which was proposed in \cite{12}, can only take one kind of word embedding as input. Meanwhile, our proposed multimodal CNNs are able to simultaneously take multiple types of word embeddings as inputs, which means that multimodal CNNs have stronger learning ability than the original CNN model. Specifically, by combing the topic-based word embedding and local window-based word embeddings, the multimodal CNNs are able to utilize both topic-based semantic relationship and local content information and outperform the original CNN model.

CNN-channel vs. CNN-concat. CNN-channel combines the two kinds of word representations by element-wise addition, commonly used for multi-channel image classification. On the other hand, CNN-concat concatenates two parts together, which introduces more parameters to fit. In other words, CNN-concat has stronger learning ability but needs more training data to preserve from overfitting than CNN-channel. If the dataset contains enough amount of positive samples for binary classification task or is balanced for multi-class classification problem, CNN-concat is a better choice than CNN-channel.

4. EXPERIMENTS

We evaluate our framework by three tasks: 1)indexing of biomedical articles; 2)annotation of clinical text fragments with behavior codes; and 3)classification of benchmark newsgroups. Baselines and state-of-the-art algorithms are compared with our method in these experiments. In our experiments, we used the same code\(^3\) and parameter settings as in \cite{26} for the baseline CNN model. For our proposed multimodal CNNs, the code will be made publicly available.

4.1 Datasets

4.1.1 Indexing of Biomedical Articles

MEDLINE citations. A public dataset\(^4\) of MEDLINE citations from November 2012 to February 2013 is used in this paper. The dataset contains 143,853 citations in total, from which 94,942 citations were selected for training and 48,911 were selected for testing. As in \cite{26}, we categorize 29 MeSH terms into three groups according to MTI's performance: check tags, low precision terms and low recall terms. The check tags group is a common set of top 12 MeSH headings routinely considered for almost all articles (e.g., Humans, Female and Male), the low precision group contains 10 MeSH headings with the lowest precision performance using MTI and the low recall group contains 7 MeSH headings with the lowest recall performance using MTI. We build CNN models as binary classifiers for each MeSH to classify if a document belongs to this MeSH term. Note that although only 29 terms are used in this experiment, our framework works for arbitrary number of MeSH terms.

4.1.2 Annotation of Clinical Text Fragments with Behavior Codes

Clinical interview fragments. As discussed in \cite{13}, behavior code annotation can be treated as a classification
\[^3\]https://github.com/yoonkim/CNN_sentence
Table 1: Description of five behavior code annotation.

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Definition</th>
<th>Sample Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive Commitment Language</td>
<td>Statement describing intentions, plans for, and action steps toward changing the current behavior pattern</td>
<td>Well, I've been trying to lose weight, but it really never goes anywhere.</td>
</tr>
<tr>
<td>Negative Commitment Language</td>
<td>Statement describing intentions, plans for, and action steps toward maintaining the current behavior pattern</td>
<td>I eat a lot of junk food, like cake and cookies, stuff like that.</td>
</tr>
<tr>
<td>Positive Change Talk</td>
<td>Statement describing the desire, ability, reason, or need for changing the current behavior pattern</td>
<td>Hmmm, I guess I need to lose some weight.</td>
</tr>
<tr>
<td>Negative Change Talk</td>
<td>Statement describing the desire, ability, reason, or need for maintaining the current behavior pattern</td>
<td>I just don’t feel like I want to eat before I’m just not hungry at all.</td>
</tr>
<tr>
<td>Ambivalence</td>
<td>Statements that combine positive and negative commitment language and/or change talk</td>
<td>Fried foods may taste good, but it’s not good for your health.</td>
</tr>
</tbody>
</table>

problem which assigns a code to each utterance. We use a collection of motivational interviewing-based weight loss sessions, which consists of 11,353 utterances that were manually annotated by two human coders as a golden standard. On top of this dataset, we conduct three behavior code annotation tasks: A) Positive, Negative and Ambivalence; B) Commitment Language, Change Talk and Ambivalence; C) Positive Commitment Language, Negative Commitment Language, Positive Change Talk, Negative Change Talk and Ambivalence. The description of behavior code is listed in Table 1.

4.1.3 Classification of News Groups

20 Newsgroups. This publicly available dataset has been widely used to evaluate text classification algorithms. The 20 Newsgroups dataset is a collection of approximately 20,000 newsgroup documents across six categories, i.e., computers, recreation, science, politics, religion and forsale. In this paper, we use four most common classes, which are computers, recreation, science and politics, as a four-class classification task to evaluate our framework.

4.2 Methods Compared

4.2.1 Baseline Approaches

The following non-CNN models are used as our baseline:

- **MTI.** Medical Text Indexer, which is commonly used in biomedical literature indexing. We only compare our method with MTI in the indexing task of biomedical articles.
- **Prior-best.** Prior-best is the best-performed method in the experiments of several classic machine learning models.
methods, including Naive Bayes(NB), Logistic Regression(LR) and Support Vector Machine(SVM). For indexing of biomedical articles, Support Vector Machine with Huber Loss (SVM HL) [28] is also compared.

### 4.2.2 CNN-based Methods

In our experiments, we compared Topic-based Skip-gram with several baseline and state-of-the-art distributed word embedding learning methods, including:

- **CNN-rand.** Each word embedding is initialized with values drawn from continuous uniform distribution $U \sim [-0.25, 0.25]$. CNN-rand is used as a baseline of CNN-based methods.

- **CNN-gn.** These word vectors were trained by Mikolov et al. [21] on Google News and are publicly available⁶. It is also known as word2vec.

- **CNN-glove.** The word embeddings used in this paper were trained by Pennington et al. [23] ⁷.

- **CNN-local.** The word representations are trained by Skip-gram on the datasets to classify. The implementation of Skip-gram used in this paper is publicly available⁸.

- **CNN-topic.** These word embeddings are learned by our Topic-based Skip-gram on the datasets to categorize.

These kinds of word embeddings are compared under the baseline CNN architecture. Our two multimodal CNN architectures are also compared in this paper:

- **CNN-channel.** We utilize two kinds of word embeddings for CNN-channel, CNN-local and CNN-topic.

- **CNN-concat.** CNN-local and CNN-topic are employed for CNN-concat.

We also tried to combine CNN-gn and CNN-glove with CNN-topic for multimodal CNN models, but their classification performance is not as good as combination of CNN-local and CNN-topic. The reason is that there are quite a few appeared words not in the CNN-gn and CNN-glove vocabulary, and embeddings for these words need to be randomly initialized. For example, more than 60% of words in the vocabulary of MEDLINE citations are not in the pre-trained CNN-glove vocabulary and need to be randomly initialized. This significantly and negatively impacts the performance of CNN-gn and CNN-glove.

### 4.3 Metrics

In this paper, we use $F_1$ score to evaluate the performance of binary classifiers and macro-averaged $F_1$ score for multi-class classifiers.

#### 4.3.1 $F_1$ score

$F_1$ score is a measure of binary classification accuracy, which is the harmonic mean of precision and recall of classification results:

$$F_1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \tag{18}$$

$F_1$ score to evaluate their performance, which is an arithmetic average of $F_1$ score for each class:

$$\text{Macro-averaged } F_1 = \frac{1}{n} \sum_{i=1}^{n} F_1^i, \tag{19}$$

where $n$ is total number of classes and $F_1^i$ is $F_1$ score for $i$th class.

### 4.4 Experimental Results

In this section, we report the experimental results of baselines, state-of-the-art methods and our topic-based word embedding and multimodal CNN models. Best results are marked in bold.

![Figure 3: Macro-averaged $F_1$ scores of each method from the three groups. For each cluster: the black bar on the left represents performance for the check tags group; the light gray bar in the middle represents performance for the low precision group; and the dark gray bar on the right represents performance for the low recall group. Since we do not have MTI classification performance for the check tags group, its value is left blank.

#### 4.4.1 Results of Indexing of Biomedical Articles

$F_1$ scores of each method over the check tags group, the low precision group and the low recall group are listed in Table 2, 3 and 4, respectively. The Positive column shows the number of positive samples for each MeSH. The results of MTI and Prior-best were reported in [26]. Although no single method outperforms all of the other approaches, the following observations can be made.

First, CNN-channel and CNN-concat give the best performance for more than 82.7% selected MeSH terms. Only for four MeSH terms: Brain, Molecular Sequence Data, Risk Assessment and Treatment Outcome, MTI system demonstrates better results than the proposed multimodal CNNs.

Second, our multimodal CNN architectures outperform baseline CNN models with a single type of word embedding,
<table>
<thead>
<tr>
<th>MeSH Term</th>
<th>Positive</th>
<th>MTI</th>
<th>Prior-best</th>
<th>CNN-rand</th>
<th>CNN-gn</th>
<th>CNN-glove</th>
<th>CNN-local</th>
<th>CNN-topic</th>
<th>CNN-channel</th>
<th>CNN-concat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adolescent</td>
<td>35967</td>
<td>0.9269</td>
<td>0.9307</td>
<td>0.9360</td>
<td>0.9113</td>
<td>0.9365</td>
<td>0.9351</td>
<td>0.9366</td>
<td>0.9361</td>
<td>0.9361</td>
</tr>
<tr>
<td>Adult</td>
<td>1281</td>
<td>0.4441</td>
<td>0.4642</td>
<td>0.5032</td>
<td>0.1296</td>
<td>0.4923</td>
<td>0.4957</td>
<td>0.5262</td>
<td>0.5206</td>
<td>0.5206</td>
</tr>
<tr>
<td>Male</td>
<td>15530</td>
<td>0.7294</td>
<td>0.7469</td>
<td>0.7477</td>
<td>0.6822</td>
<td>0.7561</td>
<td>0.7545</td>
<td>0.7545</td>
<td>0.7545</td>
<td>0.7545</td>
</tr>
<tr>
<td>Middle Aged</td>
<td>8392</td>
<td>0.6377</td>
<td>0.6558</td>
<td>0.6665</td>
<td>0.6076</td>
<td>0.6784</td>
<td>0.7444</td>
<td>0.7539</td>
<td>0.7496</td>
<td>0.7496</td>
</tr>
<tr>
<td>Swine</td>
<td>2328</td>
<td>0.6377</td>
<td>0.6558</td>
<td>0.6665</td>
<td>0.6076</td>
<td>0.6784</td>
<td>0.7444</td>
<td>0.7539</td>
<td>0.7496</td>
<td>0.7496</td>
</tr>
<tr>
<td>Young Adult</td>
<td>3807</td>
<td>0.3371</td>
<td>0.3125</td>
<td>0.3238</td>
<td>0.0499</td>
<td>0.3389</td>
<td>0.3229</td>
<td>0.3652</td>
<td>0.3652</td>
<td>0.3652</td>
</tr>
</tbody>
</table>

This is mainly because multimodal CNNs utilize topic-based semantic word embedding as well as local content-based embedding. According to results shown in Table 2, 3 and 4, introducing topic-based semantic information improves indexing results.

Third, CNN-concat gives better results than CNN-channel for 15 terms among 29 terms and CNN-concat performs better than CNN-channel for more balanced MeSH terms. Considering there are 94,942 training samples in total, most MeSH terms are highly imbalanced. Among the 13 more balanced terms (Positive samples : Negative samples > 0.25 : 1), CNN-concat performs better than CNN-channel for eight MeSH terms and the average $F_1$ score of CNN-concat is 0.0063 higher than CNN-channel for the 13 terms.

Fourth, baseline CNN model with our proposed topic-based word embedding produces competitive results with CNN-gn and CNN-local. Word vectors used in CNN-gn and CNN-local are both trained with Skip-gram, which is the state-of-the-art word representation learning approach.

Fifth, CNN-glove demonstrates poor performance. The reason is that more than 60% of unique words in MEDLINE are not in the CNN-glove vocabulary and need to be randomly initialized. CNN-glove is pre-trained on Wikipedia2014 and Gigaword5 which do not contain many technical terms in biomedical domain. We can see that CNN-glove gives better performance on clinical text fragments and newsgroups datasets because more unique words are contained in the pre-trained vocabulary.

Sixth, the Prior-best columns refer to the best $F_1$ scores for traditional machine learning algorithms which give worse performance in this task.
performance than CNN-based models. It indicates that CNN-based approaches are more effective for indexing problems than NB, LR, SVM and SVM HL.

Finally, we summarize average of $F_1$ scores for each method in all of the three MeSH term groups in Fig. 3. Although there is no model outperforming all of the other models, CNN-concat demonstrates the best overall performance and CNN-channel gives very competitive average $F_1$ scores. Further, word embedding learned by our proposed Topic-based Skip-gram produces state-of-the-art results with baseline CNN model.

![Figure 4: Macro-averaged $F_1$ scores for clinical text fragments.](image)

For each cluster: the black bar on the left represents the performance of annotation task A, the light gray bar in the middle represents the performance of annotation task B, and the dark gray bar on the right represents the performance of annotation task C.

### 4.4.2 Results of Behavior Code Annotation of Clinical Text Fragments

Three cases of multi-class behavior code annotation are conducted for this task: case 1, annotation over positive, negative and ambivalence, with sample ratio 1 : 0.014 : 0.150; case 2, annotation over commitment language, change talk and ambivalence, with sample ratio 0.527 : 1 : 0.094; case 3, annotation over positive commitment language, negative commitment language, positive change talk, negative change talk and ambivalence, with sample ratio 0.067 : 0.573 : 0.214 : 1 : 0.114. Clearly, all of these three data splits are highly imbalanced. For each case, we conduct 5-fold cross validation and report average macro-averaged $F_1$ scores for all methods over five folds. As shown in Fig. 4, CNN-channel gives the best $F_1$ scores among all the compared methods in the three cases and CNN-concat produces comparable results, which shows that CNN-channel performs better than CNN-concat for classification on highly imbalanced datasets. For word embeddings with baseline CNN models, CNN-topic, which is trained with proposed Topic-based Skip-gram, demonstrates better performance than other state-of-the-art word embeddings. Prior-best, which includes NB, LR and SVM in this task, is less effective than all CNN-based models.

### 4.4.3 Results of Classification of Newsgroups

![Figure 5: Macro-averaged $F_1$ scores for news groups.](image)

This task is a 4-class classification problem over computers, recreation, science and politics. The sample ratio of the four categories is 1 : 0.876 : 0.811 : 0.668, which means that this dataset is nearly balanced. 5-fold cross validation is applied to the whole dataset and the average macro-averaged $F_1$ scores over the five folds are reported in Fig. 5. First, CNN-channel and CNN-concat outperform other baselines and state-of-the-art methods. Second, CNN-concat demonstrates better performance than CNN-channel on this balanced dataset. Third, CNN-topic with baseline CNN model produces a comparable $F_1$ score with other state-of-the-art word embeddings. Furthermore, CNN-based models significantly outperform non-CNN models (NB, LR and SVM).

## 5. CONCLUSION

In this paper, we proposed a novel framework, Topic-based Skip-gram, for learning topic-based semantic word embeddings for text classification with CNNs and achieved highly competitive results with word embeddings learned by Skip-gram. While Skip-gram focuses on context information from local word windows, the proposed Topic-based Skip-gram leverages semantic information from documents.

We also described two multimodal CNN architectures, CNN-channel and CNN-concat, which can ensemble different kinds of word embeddings. CNN-channel has a better imbalanced data resistance than CNN-concat, while CNN-concat has stronger learning ability and performs better on more balanced datasets.

Through experiments on indexing biomedical literature, annotation of clinical text fragments with behavior codes and text classification of a textual benchmark, we showed that our topic-based semantic word embeddings with multimodal CNNs outperform state-of-the-art word representations in text classification.
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