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Abstract—The abundance of daily network-enabled computing devices and smart sensors are enabling participatory sensing applications in various areas including health care. While participatory sensing can greatly benefit the society and individuals, it encounters the obstacle of privacy concern. Considering the potential privacy leakage, the existing participatory sensing systems tend to limit the collected data to its internal use only. Additionally, the existing privacy research often do not take third-party applications into consideration. To conquer the challenge, we propose Woodward, an elastic, privacy-preserving participatory sensing system, using health care applications as an example. Woodward protects the user privacy and facilitates the data sharing with the third-party applications. It adopts an innovative anonymization process that allows high-precision query and impedes privacy attacks by great cost. We implemented Woodward with a health care application and evaluated the query precision and privacy protection quantitatively.

I. INTRODUCTION

An increasing number of network-enabled computing devices permeate our daily lives. Some typical network-enabled consumer devices include smartphones, PDAs, and in-vehicle infotainment systems. In addition to their network capabilities such as WiFi, GPRS and Bluetooth, these devices are often equipped with sensors such as cameras, GPS, accelerometers and environmental monitoring units. Most of the network-enabled devices are “smart” in a sense that they can now run general-purpose application software. The network-enabled computing hardware is approaching a moment in which powerful, low-cost commodity devices will enable a new generation of applications [1]. This trend have laid the foundation for participatory sensing, in which daily network-enabled devices, such as cellular phones, are used to “form interactive, participatory sensor networks that enable public and professional users to gather, analyze and share local knowledge” [2], [3]. A participatory sensing system may be utilized to track commodity price, infer the seat availability in a coffee shop, or collect pollution and traffic readings [4], [5], [6]. Another important category of participatory sensing applications is towards the self-monitoring and self-management of patient health [7], [8]. With the availability of wireless biomedical sensors, a participatory sensing system will be able to collect biophysical data such as heart rate from the patient and deliver feedback accordingly back to the patient [9]. The data collection and the feedback delivery are performed through the computer networks. Such applications can lower the medical cost and make remote diagnoses possible [10].

While participatory sensing can bring great benefit in areas such as health care, there is a rise of concern over privacy leakage [11], [12], [13], [14]. When a user participates in a participatory sensing task, the sensing application could leak his personal information to an adversary. That would discourage the user’s involvement in participatory sensing. Unfortunately, much existing work focuses on how to build the infrastructure to enable applications [4], [15], [16], [17] and generally does not take privacy into consideration. Meanwhile, certain participatory sensing platforms [18], [19], [20], [21] tend to limit the use of collected data to internally developed applications only and thus reduces the risk of privacy leakage. The restriction of the internal use of data prevents third-party applications from exploring the data and eliminates the benefit of data sharing. Further, the existing privacy research mainly concerns itself about the mechanisms to identify and prevent privacy issues [22], [23], [24], [25], [26], [27], [28], [29], [30] and tends to not support third-party applications.

To conquer the challenge, we propose Woodward, an elastic, privacy-preserving participatory sensing system. Woodward protects the user privacy and facilitates the data sharing with the third-party applications. It adopts a innovative anonymization process that allows high-precision query and impedes privacy attacks by great cost. We implemented Woodward with a health care application and evaluated the query precision and privacy protection quantitatively.

The rest of the paper is organized as follows: we give an overview of the Woodward system in Section II; the design of the Woodward server is described in Section III; the implementation of Woodward and its health care application is given in Section IV; the empirical evaluation is in Section V; the related work, future work and the conclusion are presented in Section VI and Section VII.

II. SYSTEM OVERVIEW

Woodward is an elastic, privacy-preserving system to facilitate participatory sensing on network-enabled computing devices. This system allows arbitrary third-party applications to perform various query from third-party applications. Possible applications with Woodward may include health care, traffic analysis, events report, environmental monitoring, image search, and crowd analysis. We use self-monitoring and self-management of patient health as an exemplary type of applications to illustrate the system. As shown in Fig. 1, in
this Woodward system, a user utilizes his network-enabled handheld device (e.g., smartphone) and a few sensors including bio-medical sensors to collect healthcare-related data and send it to a central server - the Woodward server. The sensors are either integrated into the handheld device or connected wirelessly (e.g., via Bluetooth). The Woodward server stores the data, validates the data, anonymizes the data for privacy protection, and interact with the users and arbitrary third-party applications. The third-party applications can only access the anonymized data on the Woodward server and can submit health status feedback for a record accessed to the Woodward server. The Woodward server then delivers the feedback to the designated user. For another type of applications other than health care, the information flow is still the same; only the sensors and the applications are replaced accordingly.

Thus, the Woodward system consists of three components (Fig. 1): the users submitting the data with network-enabled devices and sensors; arbitrary third-party applications; and the core component - the Woodward server. The third-party applications do not retrieve the data from the user directly; instead, all the data are sent to the Woodward server and the applications are only allowed to access the anonymized data from the Woodward server. The data flow is illustrated by Fig. 2. This requirement is crucial for the protection of the user’s privacy and the reuse of data. If a third-party application directly accesses a user’s original data, the user privacy is hardly guaranteed. On the other direction, the feedback flow is shown in Fig. 3. A third-party application does not directly deliver its generated feedback to a user because the application is not supposed to know the user’s contact information due to the privacy requirement. Instead, the application submits the feedback for an anonymized record to the Woodward server first; the Woodward server then internally maps that anonymized subject of that feedback onto its true identity and delivers the feedback to the user.

The application should be aware that the data have gone through the anonymization process that adds noise to the original data. The anonymization process guarantees that any statistical query, including percentile query of any single value, will be highly precise. A statistical query concerns the statistical features that are based on the probability distribution of the data. Additionally, and importantly, for common values that occur frequently, the noises are small; for values that occur rarely, the noise can be large. Note that on the one hand, rare values, if exposed with small noise, have a good chance of being traced by malicious attackers. On the other hand, common values are safe to be exposed with small noise added. The density of a neighborhood of a value can be decided either from a published result from the system or simply from performing a query; the range of the possible noise can also be determined similarly. Generally, most values fall into moderately densely populated areas and the anonymized data closely resemble the original data.

### III. THE DESIGN OF THE WOODWARD SERVER

The Woodward server is designed to store received data, perform data validation, provide elastic application query interface and user feedback, and protect the user privacy. The design also aims to provide high-precision query answers and moderate performance. Before considering any other issues, we first want to present our approach to protect the user privacy as it closely relates to the rest of the system.

#### A. Privacy Protection at the Woodward Server

To protect the user privacy, we first state the privacy threat model. The Woodward server does not present the true...
identity or contact information of a user to an application and an attacker will not be able to take advantage of any identity or contact information. However, based on certain prior knowledge about a particular user, the attacker may attempt to identify a certain anonymized record owned by that user. For example, the attacker might happen to that a user named Alice has an unusually high heart rate, 190 bpm. Then the attacker might search through all the anonymized data exposed by the Woodward server. If the data anonymization is not performed properly, the attacker can be lucky to find out some anonymized record with a heart rate reading of 192 bpm and sees no other anonymized record could better fit Alice. Thus, this attacker just identified an anonymized record belong to Alice. If that same record also contains other information (e.g., age) the attacker is interested in, the attacker could access that information and start harmful activities. Therefore, under this privacy threat model, with prior knowledge of an attribute (or multiple attributes) about a user, an attacker attempts to link at least one anonymized record to that user and exploit that record for other private information of the user. The current design of the anonymization process mainly assumes that an attacker only has the prior knowledge of a single attribute of a user though dealing with prior knowledge of multiple users can be achieved with a similar but more complicated scheme.

The Woodward server performs the anonymization process on the received data; and the application query request is executed against the anonymized data. The anonymization uses different schemes according to the types of the data. Our major interest here is the numeric biophysical data of the user (e.g., heart rate). Before that, we will first describe the anonymization for other types of data. For identity information such as the name and email address, the server maintains a secret one-to-one mapping that maps each identity into a unique meaningless symbol (e.g., a byte string). The mapping is maintained in such a way that it is impossible for a third-party to reverse the map to find out the original identity corresponding to an anonymized symbol. The reason that a symbol is still needed is that query often needs to know if two records are associated with the same user or not. For discrete attributes with only finite possible values, the data value is generally directly exposed to the applications unless the user indicates that the data should not be exposed. If the user prefers that this data value should be kept secret, then an “unknown” value will replace the original value for the application query. For a database with a great amount of anonymous records (with identity anonymized), exposing the data attribute of this category is normally not a concern: a considerable portion of anonymous users usually share the same value from the finite set of all possible values.

Thus, this attacker just identified an anonymized record belong to Alice. If that same record also contains other information (e.g., age) the attacker is interested in, the attacker could access that information and start harmful activities. Therefore, under this privacy threat model, with prior knowledge of an attribute (or multiple attributes) about a user, an attacker attempts to link at least one anonymized record to that user and exploit that record for other private information of the user. The current design of the anonymization process mainly assumes that an attacker only has the prior knowledge of a single attribute of a user though dealing with prior knowledge of multiple users can be achieved with a similar but more complicated scheme.

The Woodward server performs the anonymization process on the received data; and the application query request is executed against the anonymized data. The anonymization uses different schemes according to the types of the data. Our major interest here is the numeric biophysical data of the user (e.g., heart rate). Before that, we will first describe the anonymization for other types of data. For identity information such as the name and email address, the server maintains a secret one-to-one mapping that maps each identity into a unique meaningless symbol (e.g., a byte string). The mapping is maintained in such a way that it is impossible for a third-party to reverse the map to find out the original identity corresponding to an anonymized symbol. The reason that a symbol is still needed is that query often needs to know if two records are associated with the same user or not. For discrete attributes with only finite possible values, the data value is generally directly exposed to the applications unless the user indicates that the data should not be exposed; in the latter case, an “unknown” value will replace the original value for the application query. Generally, for each value out of the finite set, there can be a large number of users having that value; thus, that information is usually not sensitive. For text or binary data, the data is either completely hidden from the query or exposed to the application query, as specified the user. Regarding location data, the Woodward server anonymizes the exact location to a city-magnitude area. Though it is possible to exploit the existing approaches for location anonymization [31], [32], [33], [34], for our purpose with health care information, we are satisfied with this simple scheme.

We categorize the data as follows: 1. identity information such as the name and email address; 2. data attributes that can take values from a small finite set, e.g., the gender attribute with three possible values - “male”, “female”, and “unknown”; 3. text or binary information such as memo, images, and audio; 4. data of numerical value or data that can be transformed to continuous numeric value without losing information, such as heart rate, and location represented in latitude and longitude. This last category of data is usually most interesting to the applications. For the anonymization purpose the user address information is regarded as being of this category instead of the category of the user identity. The address is represented internally as a latitude-longitude pair.

For the first category - identity information, the server maintains a secret one-to-one mapping that maps each identity into a unique meaningless symbol (e.g., a byte string). The mapping is maintained in such a way that it is impossible for a third-party to reverse the map to find out the original identity corresponding to an anonymized symbol. The reason that a symbol is still needed is that query often needs to know if two records are associated with the same user or not. For the second category - discrete attributes with only finite possible values, the data value is generally directly exposed to the applications unless the user indicates that the data should not be exposed. If the user prefers that this data value should be kept secret, then an “unknown” value will replace the original value for the application query. For a database with a great amount of anonymous records (with identity anonymized), exposing the data attribute of this category is normally not a concern: a considerable portion of anonymous users usually share the same value from the finite set of all possible values.

This is comparable to exposing exposing your gender on an anonymous questionnaire: there is little chance of privacy leakage since it is filled out anonymously. For the third category - text or binary information, the data is either completely hidden from the query or exposed to the application query. The users who upload text or binary information such as images for their own memory only will have that information completely unknown to the third-party application. However, when a user is willing to share a particular image and its title with everybody else, the Woodward server will have that information completely exposed to the application query. For the numeric biophysical data of the user, we need to take extra care to perform anonymization. These data are greatly valued by many applications. But exposing them directly (even without any explicit identity information) can be exploited by attackers with certain prior knowledge, as described in our privacy threat model.

Generally, if given the direct access to the original data of numerical values, an attacker can exploit the known rare-feature data or the known rare combination of multiple-feature data about a particular user and submit query request to obtain other unknown features of the user that interest the attacker. The attack may work because an anonymized symbol representing the user is associated with each user’s record due to the need to identify whether multiple records are from the same user. The Woodward server maintains that anonymized symbol because it is important for a number of applications to associate multiple records with the same anonymous user. As an example of such applications, an application is to examine the hypothesis that a driver of higher heart rate tend to have higher accident rate. Suppose that the heart rate
and the accident rate are stored in two separate tables of a database. Then this application wouldn’t be able to proceed unless given a clue as to whether a heart rate and a accident rate are from the same anonymous user. With a variety of applications, the best bet is to provide at least an anonymous symbol represent the user associated with a record. The goal of the anonymization process for the numeric biophysical data is to add maximal noise to the numeric data while maintaining high precision for the query. Observe that a statistical query regarding a numeric attribute usually can be broken down to arithmetic operations involving the following aspects: 1. relative frequency of values satisfying certain numeric inequality conditions; 2. numeric order of two attribute values; 3. numeric magnitude of the attribute value. As long as these aspects are kept “close” enough to their authentic values, the high precision is maintained for the statistical query. Thus, we establish the following principles for anonymizing the numeric attribute. Let \( x \) be the random variable representing the numeric attribute; \( \tilde{x} \) be the random variable representing the anonymized version of \( x \). Then the anonymized data should satisfy the following conditions: (a). Given any real number \( a \), the difference of the probability (relative frequency) \( |P(x < a) - P(\tilde{x} < a)| \) must always not exceed a pre-set threshold; given any value \( d \), \( |P(x < d) - P(\tilde{x} < d)| \) should not exceed the same threshold either. (b). For any values \( x_1, x_2 \), and their anonymized values \( \tilde{x}_1, \tilde{x}_2 \), the same order relation between \( x_1 \) and \( x_2 \) should very likely hold between \( \tilde{x}_1 \) and \( \tilde{x}_2 \) with a relaxed order relation. An anonymization-aware query should keep in mind that only a relaxed order but not a strict order is maintained, in a probabilistic sense. (c). Though \( \tilde{x} \) may occasionally deviate a lot from \( x \), that should not occur so often that it affect certain statistical features such as variance. The condition (b) helps maintain the precision of a query involving the condition of two random variable comparison such as “\( \text{heart_rate}1 > \text{heart_rate}2 \)” . It is crucial that a query involving comparison of numeric values takes anonymization into consideration and relax the strict inequality condition. Meanwhile, the conditions (a) and (c) together help maintain the precision of a general statistical value of the form \( \int_S g(x) \cdot f(x) dx \), where \( f(x) \) is the probability density function of the random variable \( x \), \( g(x) \) is the random numeric function the application is interested in, and \( S \) is the measurable set on which the integration is applied. The condition (a) indicates that the probability distribution of the anonymized data will be very close to that of the authenticate data. It also indicates that an observation of a user’s anonymized data relative to others reflect almost the same relative situation as the authentic data. That means a third-party application can take advantage of a user’s relative comparison to customize a feedback or recommendation for the user. That feedback or recommendation can be delivered through the Woodward server without the application’s awareness of the user’s contact. The condition (c) reflects that the the change of \( g(x) \) is well limited after anonymization. Theoretically, the well-known Schwarz’s Inequality \( \int_S g(x) \cdot f(x) dx \) helps establish a loose upper bound on the deviation due to anonymization:

\[
\left| \int_S \psi_1(x) \cdot \psi_2(x) dx \right| \leq \sqrt{\int_S \psi_1(x)^2 dx} \cdot \sqrt{\int_S \psi_2(x)^2 dx}
\]

To see this, let \( \bar{f}(x) \) be the probability density function for the anonymized data. Then the deviation of the statistic is

\[
\left| \int_S g(x) \cdot \bar{f}(x) dx - \int_S g(x) \cdot f(x) dx \right|
\]

\[
= \left| \int_S g(x) \cdot (\bar{f}(x) - f(x)) dx \right|
\]

\[
\leq \sqrt{\int_S g(x)^2 dx} \cdot \sqrt{\int_S (\bar{f}(x) - f(x))^2 dx}
\]

Before stating our algorithm of anonymizing the fourth category of numeric data, we would like to briefly describe the logic behind the algorithm. The algorithm achieves anonymization through adding certain noises to the data and it essentially depends on how to wisely decide the magnitude of the noise according to the specific data values. If there are \( K \) such candidates, then the attack would not succeed as long as \( K \) is large enough. This shares certain common features with the K-anonymity mechanism; however, differently, our scheme applies a random noise to each data value and ensure that there is a chance that \( K - 1 \) candidates exist to possibly be anonymized to a value retrieved by a malicious query. On the other, generally, the random noise should not be too large to cause an intolerable error to a query concerning the data magnitude. Considering the trade-off, for the sparse neighborhood, we select the random noise in a way that its magnitude will be reasonably small with a large likelihood but can be as high as the size of the sparse neighborhood with a small likelihood.

Fig. 16 and Fig. 5 visualize the idea. 10000 random values (original data) are generated between 50 and 220, based on the normal distribution. The anonymized process is applied to get the anonymized data. Fig. 16 shows the histograms of the the original data and the anonymized data. As indicated by

![Fig. 4. Histograms of original and anonymized data with normal distribution.](image-url)
Fig. 16, the original and the anonymized data show similar frequency distribution. Fig. 5 compares the original data and the anonymized data more closely. For each pair of (original value, anonymized value), a point is plotted. For data falling into the intense interval [80, 140] (Fig. 5), the anonymized values show very limited deviation from their original values. By contrast, for the sparse data out of that interval, the deviation between the original and the anonymized values can be as large as 60 (Fig. 5).

The magnitude of the random noise applied is decided in a way that is almost proportional to the neighborhood size in a probabilistic sense. In other words, the sparser the neighborhood is, the higher noise is likely to be applied to the data values there. Importantly, the randomness of the noise applied discourages an attacker by presenting a whole neighborhood of candidate values to a malicious query targeting a particular user. There is a trade-off on the value of RFNBH: the smaller RFNBH is, the better query precision the anonymization maintains and the more privacy risk there is. A specific algorithm is given in Algorithm 1, with subprocedures in Function 2 and Function 3. Table I summarizes the notations and samples parameters used.

![Comparison of anonymized data and original data with normal distribution](image)

**Fig. 5.** Comparison of anonymized data and original data with normal distribution.

### B. Anonymization on Numeric Biophysical Data

Now, we describe our anonymization algorithm of the numeric biophysical data as follows. Assume the size of the database has been large enough; otherwise, a query against a database with a few records will not be permitted due to privacy concern. The algorithm first divides the range of the numeric data into a series of contiguous neighborhood in the form of open or half-open intervals \((-\infty, I_0), [I_0, I_1), [I_1, I_2), [I_2, I_3), \ldots, [I_n, +\infty)\). Each interval contains a similar number of data values occurrence, with a value of multiple occurrence counted multiple times; the exceptions happen around those values that occur more than a few times. we denote that common relative frequency of almost all the neighborhoods (intervals) as RFNBH, i.e., the ratio of the data occurrence in that neighborhood to the total data occurrence. Thus, a neighborhood of a small size is denser than a neighborhood of a greater size. The larger a neighborhood is, the sparser it is. After the neighborhood division, the anonymization process is applied to each existing data and incoming data according to the neighborhood they fall in. Each anonymized data value should still fall in the same neighborhood as its original neighborhood; it indicates that the difference of cumulative relative frequency between the original and the anonymized data should not exceed RFNBH - the common relative frequency of a neighborhood. In other words, the difference between the statistical distribution of the original and the anonymized data should not exceed RFNBH.

**Algorithm 1** For a numeric-valued attribute \(X\) in a database, anonymize its values.

```
procedure ANONYMIZE(attribute X)
    NbhList=NEIGHBORHOODDIVISION(X);
    for each existing/incoming value \(x\) of attribute \(X\) do
        identify its neighborhood \([I_{left}, I_{right})\) in NbhList;
        store \(\bar{x}=ANONYMIZE(x, [I_{left}, I_{right}])\);
    end for
end procedure
```

To defend against tough privacy attackers exploiting the fixed neighborhood, the neighborhood (interval) division can be run periodically with the subsequent noise-based anonymization. We suggest using a moderately long period so as not to overwhelm the computing resource.

### C. Other Design Aspects

The Woodward server stores the anonymized data and allows an authorized third-party application to request database query on the anonymized database. The way how an application can send its query request mimics the way a user accesses a regular remote database: besides typical database privilege authorization, no other restriction applies. This gives the application the maximal freedom.

Regarding the data storage, the Woodward server stores the original and the anonymized data onto separate storage units. For any new data, an online anonymization is performed; the original and the anonymized data are then stored separately.
Our previous work [35] has shown that the approach can be found in our previous work [35].

Further, we can take advantage of the statistical distribution of the existing data. To detect abnormal data like heart rate that is too high, the value is checked against the statistical threshold.

We developed a user client program on a HTC Legend Android phone. In addition to the heart rate, the Android client program also collect location data with the internal GPS and get user input for a questionnaire about the user information such as age and location.

For data submitted from an anonymous user, a validation process is performed to protect the database from pollution by erroneous data. To detect abnormal data like heart rate that is too high, the value is checked against the statistical distribution of the existing data. Further, we can take advantage of the source reputation for data validation. The specific valid approach can be found in our previous work [35].

**Function 2** Divide the attribute range into a series of contiguous neighborhoods and return the neighborhood list.

```plaintext
function NEIGHBORHOODDIVISION(attribute X)
    NbhList{} \( \triangleright \) List of neighborhoods
    I_left = LBOUND;
    I_right = UBOUND;
    while I_left < UBOUND do
        NumOfData = 0;
        while NumOfData < RFNBH*TOTAL AND I_right < UBOUND do
            NumOfData += occurrence frequency of I_right;
            I_right = min{UBOUND, x|x > I_right};
        end while
        if I_right < UBOUND then
            Add [I_left, I_right] onto NbhList;
        else
            Add [I_left, I_right] onto NbhList;
        end if
        I_left = I_right;
    end while
    return NbhList;
end function
```

**Function 3** Return the anonymized value of \( x \) within its neighborhood \( [I_{left}, I_{right}] \).

```plaintext
function ANONYMIZE(Data x, [I_{left}, I_{right}])
    A_{Left} = max(x - NZTH, x - NZRT * (x - I_{left}));
    A_{Right} = min(x + NZTH, x + NZRT * (x - I_{right}));
    XFR = occurrence relative frequency of x;
    A_{Left} = x - (x - A_{Left})/(100 * XFR + 1);
    A_{Right} = x + (A_{Right} - x)/(100 * XFR + 1);
    P = NZCF in [I_{left}, A_{Left}], [A_{Right}, I_{right}];
    Randomly get a value as \( \bar{x} \) according to the above probabilistic distribution.
    return \( \bar{x} \);
end function
```

For large data, we may use RAID or even a cluster database with shared-nothing structure.

For data submitted from an anonymous user, a validation process is performed to protect the database from pollution by erroneous data. To detect abnormal data like heart rate that is too high, the value is checked against the statistical distribution of the existing data. Further, we can take advantage of the source reputation for data validation. The specific valid approach can be found in our previous work [35].

**IV. IMPLEMENTATION**

We developed a user client program on a HTC Legend Android phone for data collection and feedback retrieval. As illustrated by Fig. 6, the Android client program the heart rate is wirelessly read from a Nonin’s Bluetooth-enabled sensor Avant 4100 worn around the user’s wrist. In addition to the heart rate, the Android client program also collect location data with the internal GPS and get user input for a questionnaire about the user information such as age and email. All the collected data is sent to the Woodward server via WiFi. The same Android client program also displays the feedback generated by applications once it is available. The client exchanges messages with the Woodward server using XML. For the sake of security, all the network communication is protected using Secure Socket Layer (SSL).

![Fig. 6. The client program on an Android phone.](image)

**A. The Woodward Server**

The Woodward server we developed stores data sent from the user into a MySQL database. An authenticate copy and an anonymized copy are stored in separate databases. The anonymization on a numeric attribute is performed according to Algorithm 1. When the server starts, it first prepares for the anonymization by performing the neighborhood division.

Then, whenever a new records arrives, the server performs the online anonymization based on the outcome of the neighborhood division, with a small overhead. The server stores the user’s identity information and his data. For security, only the hash of the user’s password is stored in the authentic copy. The server maintains a one-to-one map between all true user names and their anonymized names. The anonymized names are generated from a secure random string generator that guarantees universal uniqueness. A sample name mapping is illustrated by Fig. 7. The server allows any third-party application to perform read-only access to the anonymized copy with SQL. It also accepts the feedback an application generates towards a user and delivers the feedback to the user. The third-party application is not allowed to directly access the authentic copy. For the feedback, the application specifies the anonymized name of the user and the server maps that to the true user.

![Fig. 7. The one-to-one name mapping between true user names and anonymized user names.](image)
We created a sample third-party application that informs certain users of potential cardiovascular disease according to their heart rate readings. Specially, whenever a user is found to have a heart rate of at least 97% percentile among the group of user similar to his age [36], the application submits such feedback to the Woodward server targeting that user: “Your heart rate appears to be considerably higher than your peers. That reveals a certain risk of cardiovascular diseases. If you are interested in more details or need subscription service, please contact our eHealth group at xxx-xxx-xxxx.”

V. EVALUATION OF PRIVACY PROTECTION AND QUERY ACCURACY

With the data anonymization process, the Woodward server presents the anonymized data to the third-party applications. For the anonymization process applied to a numeric attribute, we will evaluate the effectiveness of privacy protection and query accuracy. We generated a series of random values between 50 and 220 and applied the anonymization process according to Algorithm 1 and the parameters from Table I. The original random data were generated based on one of the following seven statistical distributions: uniform distribution, binomial distribution, normal distribution, Poisson distribution, chi-Squared distribution, Weibull distribution, and exponential distribution. For each distribution, 10,000 random values were generated as a complete set. Table II summarizes the statistical characteristics of the original random data, including the value range, the average, and the standard deviation. Table III summarizes the same statistics for the corresponding anonymized data. According to these statistics, the average and the standard deviation has very limited differences between the original and the anonymized data. On the other hand, except for the uniform distribution, the anonymization tends to enlarge the range of the data by various sizes. To explain it, note that the data are sparsely distributed at either the left or the right end of the original range, except for the uniform distribution. According to the anonymization process, the sparse areas tend to get larger noises. The larger noises at either end of the original range result in the enlarged range of the anonymized data. That effect is visualized in Fig. 5 and again in Fig. 8. Similar to Fig. 5, Fig. 8 plots each pair of (original data, anonymized data) as a point. The further a point is away from the diagonal line in the figure, the larger deviation there is.

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>ORIGINAL RANDOM DATA.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random data</td>
<td>Range</td>
</tr>
<tr>
<td>Uniform distribution</td>
<td>50.00—220.00</td>
</tr>
<tr>
<td>Binomial distribution</td>
<td>82.00—136.00</td>
</tr>
<tr>
<td>Normal distribution</td>
<td>50.00—178.56</td>
</tr>
<tr>
<td>Poisson distribution</td>
<td>85.00—139.00</td>
</tr>
<tr>
<td>Chi-Squared distribution</td>
<td>51.26—210.28</td>
</tr>
<tr>
<td>Weibull distribution</td>
<td>55.52—154.27</td>
</tr>
<tr>
<td>Exponential distribution</td>
<td>50.00—180.93</td>
</tr>
</tbody>
</table>

Despite the differences in the range, overall, the empirical distributions of the original data and the anonymized data show very limited differences. We have seen the small differences of the frequency histograms for the normal distribution in Fig. 16. The noise (i.e., the difference between an original value and its anonymized value) can vary, from a small scale to a very large scale. But on average, the noise tends to be small. Table IV summarizes the magnitude of the noise. Though the noise can range from 0 to 108, the average noise is no more
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<tr>
<th>TABLE III ANONYMIZED DATA.</th>
</tr>
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<tr>
<td>Anonymized data</td>
</tr>
<tr>
<td>Uniform distribution</td>
</tr>
<tr>
<td>Binomial distribution</td>
</tr>
<tr>
<td>Normal distribution</td>
</tr>
<tr>
<td>Poisson distribution</td>
</tr>
<tr>
<td>Chi-Squared distribution</td>
</tr>
<tr>
<td>Weibull distribution</td>
</tr>
<tr>
<td>Exponential distribution</td>
</tr>
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</table>

Fig. 8. Comparison of anonymized data and original data with Weibull distribution.

Again, Fig. 19 shows the very small deviation in the frequency histograms for the Weibull distribution. Additionally, their empirical cumulative distribution displays an almost perfect match (Fig. 10).

Fig. 9. Histograms of original and anonymized data with Weibull distribution.

The noise (i.e., the difference between an original value and its anonymized value) can vary, from a small scale to a very large scale. But on average, the noise tends to be small. Table IV summarizes the magnitude of the noise. Though the noise can range from 0 to 108, the average noise is no more...
than 1.4, with its standard deviation less than 5.

**TABLE IV**

<table>
<thead>
<tr>
<th>Noise magnitude</th>
<th>Range</th>
<th>Average</th>
<th>Std Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform distribution</td>
<td>0.00—5.54</td>
<td>1.35</td>
<td>1.10</td>
</tr>
<tr>
<td>Binomial distribution</td>
<td>0.00—90.66</td>
<td>0.83</td>
<td>4.75</td>
</tr>
<tr>
<td>Normal distribution</td>
<td>0.00—59.63</td>
<td>0.95</td>
<td>2.33</td>
</tr>
<tr>
<td>Poisson distribution</td>
<td>0.00—79.57</td>
<td>0.71</td>
<td>3.50</td>
</tr>
<tr>
<td>Chi-Squared distribution</td>
<td>0.00—66.17</td>
<td>0.90</td>
<td>2.77</td>
</tr>
<tr>
<td>Weibull distribution</td>
<td>0.00—78.49</td>
<td>0.88</td>
<td>3.18</td>
</tr>
<tr>
<td>Exponential distribution</td>
<td>0.00—108.13</td>
<td>0.63</td>
<td>3.56</td>
</tr>
</tbody>
</table>

The noise is closely related to the size of the division interval that the original value falls in. Roughly, the noise tends to be small for short intervals and greater for longer intervals. Table V summarizes the length of the division intervals. The length can vary from 0.3 to 116, corresponding to the various densities. As illustrated by Fig. 11, the longer the division interval is, the sparse the neighborhood is. The noise, on average, is roughly proportional to the length the division interval. Table VI summarizes the ratio of noise magnitude to division interval length. Though that ratio can vary from 0 to 1, generally, its average is from 0.18 to 0.27.

**TABLE V**

<table>
<thead>
<tr>
<th>Interval length</th>
<th>Range</th>
<th>Average</th>
<th>Std Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform distribution</td>
<td>1.66—5.84</td>
<td>5.00</td>
<td>0.68</td>
</tr>
<tr>
<td>Binomial distribution</td>
<td>1.00—93.00</td>
<td>7.08</td>
<td>20.54</td>
</tr>
<tr>
<td>Normal distribution</td>
<td>1.43—64.42</td>
<td>5.00</td>
<td>11.15</td>
</tr>
<tr>
<td>Poisson distribution</td>
<td>1.00—88.00</td>
<td>7.39</td>
<td>19.99</td>
</tr>
<tr>
<td>Chi-Squared distribution</td>
<td>1.11—76.56</td>
<td>5.00</td>
<td>13.10</td>
</tr>
<tr>
<td>Weibull distribution</td>
<td>1.09—83.28</td>
<td>5.00</td>
<td>14.47</td>
</tr>
<tr>
<td>Exponential distribution</td>
<td>0.34—115.97</td>
<td>5.00</td>
<td>19.80</td>
</tr>
</tbody>
</table>

The percentile query shows that it is moderately accurate to use the anonymized data for estimating the percentile of an original value. Roughly, the percentile difference should have $100^*RFNBH$ as its upper threshold, where $RFNBH$ is the common relative frequency of the neighborhoods. That corresponds to how the anonymization process divides the intervals and adds noise. In the meantime, for discrete-valued numeric data (i.e., integers), the percentile difference may exceed $100^*RFNBH$ because of the biased noise introduced by the discreteness. If it is allowed to use non-discrete anonymized values, we may well control the percentile difference under that upper threshold with the following anonymization process: first apply uniform tiny noise to the original data, then apply the original anonymization process to the data with tiny noise. The reason of applying tiny noise first is to break the clustering of discrete values and facilitate the splitting of the domain into division intervals (discrete values tend to cluster onto a few values). Table VII lists the percentile rank difference between the original data and the anonymized data for each distribution. Except for the two discrete distribution (binomial distribution and Poisson distribution), the data of all other distribution has a percentile rank difference between -3 and 3, which matches $100^*RFNBH$ ($RFNBH=0.03$). Additionally, the latter has a 0 differen on average.

**TABLE VI**

<table>
<thead>
<tr>
<th>Noise/division interval</th>
<th>Range</th>
<th>Average</th>
<th>Std Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform distribution</td>
<td>0.0000000125—0.999</td>
<td>0.27</td>
<td>0.22</td>
</tr>
<tr>
<td>Binomial distribution</td>
<td>0.00000038—1.00</td>
<td>0.19</td>
<td>0.26</td>
</tr>
<tr>
<td>Normal distribution</td>
<td>0.00000141—0.999</td>
<td>0.26</td>
<td>0.21</td>
</tr>
<tr>
<td>Poisson distribution</td>
<td>0.00000036—1.00</td>
<td>0.18</td>
<td>0.25</td>
</tr>
<tr>
<td>Chi-Squared distribution</td>
<td>0.00000066—1.00</td>
<td>0.26</td>
<td>0.21</td>
</tr>
<tr>
<td>Weibull distribution</td>
<td>0.00000017—0.999</td>
<td>0.27</td>
<td>0.21</td>
</tr>
<tr>
<td>Exponential distribution</td>
<td>0.00000066—0.999</td>
<td>0.26</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Finally, our anonymization process highly protects the user
privacy and discourages an attacker by the anonymized data. To quantify the efforts that the attacker needs to maliciously identify a user, for each numeric record, we define the attack cost as the number of records that falls between the original value and the anonymized value. Intuitively, the attack cost reflects the minimum number of records to check starting with the original value and before coming across the anonymized value. The attack knowing the original value from a certain user would have to examine through at least all those records before find out the corresponding anonymized record. This attack cost is the minimum cost that impedes the privacy attack and thus a very conservative estimation. The actual cost can be much high since an attacker can never be sure of the exact number of records falling between the original value and the anonymized value. The higher the attack cost is, the better our anonymization process protects the privacy. The attack cost for each original value can vary and is independent of the division interval it falls into. The attack cost roughly reflects the frequency of data falling into the corresponding division interval. Fig. 12 illustrates the attack cost for each value from a normal-distributed data set with 10,000 records. Visually, the attack cost is independent of where a value lies. A value around the left end around 50 can have as a high attack cost as a value in the middle. Table VIII summarizes statistics of the attack cost for each distribution. Not only does the attack cost vary a lot, it also has a high value (86–197) on average. Fig. 13 illustrates the empirical cumulative distribution of the attack cost for the normal distribution data. The figure reveals: with a likelihood of 60%, the attack cost is at least 50; with a likelihood of 33%, the attack cost is at least 100; with a likelihood of 8%, the attack cost is at least 200.

VI. RELATED WORK

The privacy leakage has arisen as one major concern involved in participatory sensing [11], [12], [13], [14]. The privacy attack comes in various forms. Besides the direct data theft, an attacker may attempt to identify a user or his activity either explicitly or implicitly by the user’s usage of the computing hardware or software, such as IP/MAC addresses, usage pattern and device fingerprinting [37], [38], [39], [40]. The attacker may also attempt to analyze the data pattern [41], [42], [43], infer the user context [44], [45].

The existing research has explored the privacy protection with diverse approaches. Generally, these approaches fall into one of the following categories [41]: regulatory rules, privacy policies, anonymity, and obfuscation. The regulatory

<table>
<thead>
<tr>
<th>Attack cost</th>
<th>Range</th>
<th>Average</th>
<th>Std Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>1—300</td>
<td>87.31</td>
<td>70.80</td>
</tr>
<tr>
<td>Binomial</td>
<td>1—530</td>
<td>196.69</td>
<td>140.62</td>
</tr>
<tr>
<td>Normal</td>
<td>1—298</td>
<td>86.45</td>
<td>70.32</td>
</tr>
<tr>
<td>Poisson</td>
<td>1—671</td>
<td>189.58</td>
<td>141.51</td>
</tr>
<tr>
<td>Chi-Squared</td>
<td>1—300</td>
<td>87.07</td>
<td>70.22</td>
</tr>
<tr>
<td>Weibull</td>
<td>1—299</td>
<td>88.95</td>
<td>71.37</td>
</tr>
<tr>
<td>Exponential</td>
<td>1—299</td>
<td>87.26</td>
<td>70.99</td>
</tr>
</tbody>
</table>

Fig. 13. Empirical CDF of attack cost of identifying record from normal-distributed anonymized data with known original value.
rules and privacy policies rely on administrative regulation and trust relationships. The anonymity-based approaches use pseudonym and group users to generate ambiguity [46], [47], [48]. Many such approaches are based on the concept of k-anonymity or its variants [49], [50], where privacy is obtained when it is unable to distinguish one entity from k-1 other entities. Typical examples occur in location-based services [31], [32], [33], [34]. Some of these approaches are known as ID rotating [51] and mix network [52], [53], [54], initially introduced for location-based services [55]. This category of approaches are also referred to as “cloaking” in a few research projects [26], [24], [56]. To quantify the privacy, the researcher have created different metrics. The k-anonymity-based approaches use the size of ambiguity set (k) as the level of privacy [49]. The obfuscation-based approaches may define privacy as the expected magnitude of the noise added onto the data or the duration to be able to track the user [55], [24].

Most of the existing participatory sensing platforms [18], [19], [20], [21] use the data to serve only internal applications and thus do not concern themselves with privacy protection. A recent project, AnonySense [22], built a participatory sensing platform to allow any third-party application to collect data from mobile users. AnonySense protects the user privacy by a mix network. The mix network allows users to send messages anonymously and mixes enough messages before reporting to applications. It mainly intends to unlink multiple data records from the same user. However, unlike our Woodward system, AnonySense does not the privacy attack based on prior knowledge of a certain user’s record.

VII. CONCLUSIONS AND FUTURE DIRECTION

We propose Woodward, an elastic, privacy-preserving participatory sensing system, using health care applications as an example. Unlike the existing participatory sensing platforms, Woodward protects the user privacy while supplying the anonymized data to arbitrary third-party applications. The innovative anonymization process adopted by Woodward greatly add high cost to privacy attacks; it also allows third-party
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![Fig. 16. Histograms of original and anonymized data with normal distribution.](image2)

![Fig. 17. Histograms of original and anonymized data with Poisson distribution.](image3)

![Fig. 18. Histograms of original and anonymized data with chi-squared distribution.](image4)
applications to perform statistical query with small under-threshold error. These features are not achievable by the existing privacy protection schemes. We implemented Woodward with a health care application and evaluated the query precision and privacy protection quantitatively. In the future, we plan to generalize the anonymization process to multi-precision and privacy protection quantitatively. In the future, we will develop versatile applications based on Woodward.
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